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The unique topology of tail-anchored (TA) proteins precludes them
from utilizing the well-studied cotranslational translocation me-
chanism of most transmembrane proteins, forcing them into a
distinct, posttranslational pathway. In yeast, this process is the
guided entry of TA-proteins (GET) pathway, which utilizes a com-
bination of cytosolic and transmembrane proteins to identify a TA
protein, transfer it, and insert it into the endoplasmic reticulum
membrane. At the center of this mechanism is the Get3 homodimer,
which transfers a TA protein between the two GET phases by lever-
aging energy gained in ATP binding and hydrolysis to undergo sig-
nificant structural changes from “open” to “closed” conformations.
We present all-atom molecular dynamics simulations of Get3 in
multiple nucleotide states, and through rigorous potential of mean
force calculations, compute the free energy landscape of the Get3
opening/closing pathway. Results agree well with experiments on
the nucleotide bias of Get3 open and closed structures in the crys-
tallographically observed no-nucleotide, two ATP, and two ADP
states, and also reveal their populations in the asymmetric one
ATP and one ADP cases. Structures also compare well with the re-
cently observed “semiopen” conformation and suggest that Get3
may sample this state free in solution and not just when bound to
Get1, as observed in experiments. Finally, we present evidence for
a unique, “wide-open” conformation of Get3. These calculations
describe the nucleotide-dependent thermodynamics of Get3 in so-
lution, and improve our understanding of its mechanism in each
phase of the GET cycle.
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The targeting of transmembrane proteins to the endoplasmic
reticulum (ER) is a fundamental process in cellular biology,

that is particularly important given the abundance of transmem-
brane proteins encoded in the genome (1). A majority of these
proteins are delivered to the ERmembrane through a highly con-
served mechanism that involves binding of the signal recognition
particle (SRP) to the signal sequence in the target protein as
it is being transcribed and emerging from the ribosome (2, 3).
However, approximately 5% of transmembrane proteins, includ-
ing soluble N-ethylmaleimide-sensitive factor attachment protein
receptors, apoptosis-related proteins, localization proteins,
and metabolic cofactors, belong to the class of tail-anchored
(TA) proteins, which have only a single transmembrane domain
(TMD) located near the C terminus (4–6). These proteins are
incapable of utilizing the standard cotranslational translocation
pathway because their TMD (which contains their targeting
information) is transcribed last and is therefore shielded from
interaction with the SRP during translation (7).

In yeast, the guided entry of TA-proteins (GET) pathway
utilizes six proteins, Get1–Get5 and Sgt2, to posttranslationally
target TA-proteins to the ER membrane (8–11) (see Fig. 1). Dur-
ing the membrane targeting phase of the GETcycle, a TA protein
is transferred from a cytosolic complex composed of two Get4,
two Get5, and one Sgt2 molecule, to a Get3 dimer (12–15). In the
second GET phase, the membrane insertion stage, Get3 associ-
ates with the transmembrane Get1/Get2 complex, which facili-
tates dissociation of the TA protein from Get3, followed by

insertion of the TMD into the ER membrane (15–18). Although
this mechanism has been primarily studied in yeast, mammalian
homologues for each of the GET proteins have been discovered,
suggesting that GETrepresents a TA targeting mechanism that is
conserved across species (17, 19). The importance of this pathway
is highlighted by the fact that regulation of the human Get3 ana-
log Asna-1 has been shown to play a role in breast, skin, and ovar-
ian cancers, most likely through the modulation of tumor cell
phenotypes (20–22).

The central role Get3 plays in linking both phases of the GET
pathway has made it a subject of numerous experiments. In Sac-
charomyces cerevisiae, each Get3 monomer consists of 355 resi-
dues that are divided into two regions, the nucleotide binding
domain (NBD), containing a seven-stranded β-sheet and six α-he-
lices, and the helical domain, composed of an additional six α-he-
lices (23). When isolated from other proteins, crystallographic
studies have resolved the Get3 homodimer into two major con-
formations based upon the state of its bound nucleotides (23–27).
In the nucleotide-free (apo) state, the flexible protein adopts an
open conformation in which the helical domains of each mono-
mer are fully separated from one another. Binding of nucleotides
induces a conformational rearrangement in which an additional
approximately 1;500 Å2 of protein surface area is buried as the
helical domains associate with one another in a closed state. This
structure is further tightened into a “fully closed” conformation
when crystallized with the transition-state analogue ADP-AlF4.
One prominent feature of the closed state is the formation of
a central hydrophobic groove that extends through the helical do-
mains of both dimers, which biochemical analysis has pinpointed
as the likely location of TMD binding (23). Recent structural ex-
periments of Get3 bound to the cytosolic domains of Get1 have
also shown Get3 in a semiopen state in which the helical domains
are slightly separated from one another and the NBD adopts a
conformation intermediate to the closed and open states (18).

Despite extensive experimental work, there remain several key
questions about the structure and function of Get3: What is the
influence of nucleotide binding on Get3 conformations in solu-
tion? Does the binding of a single nucleotide bias Get3 into struc-
tures different than those observed when two nucleotides bind?
How does Get3 transition between these conformations? Are
there other, unobserved, structures of Get3? Here, we address
these questions by reporting on a series of all-atom molecular dy-
namics (MD) simulations of the Get3 dimer in multiple nucleo-
tide states. Conventional and accelerated MD simulations were
used to map the two-dimensional conformational landscape that
corresponds to the opening/closing transition pathway, upon
which rigorous free energy calculations were performed. Results
from five nucleotide states agree well with experiments on
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symmetric nucleotide binding, predict roles for the semiopen
state, describe a wide-open conformation, and shed insight into
the coupling of nucleotide binding to the function of Get3.

Results
Conventional and Accelerated Molecular Dynamics Simulations.
Conventional MD (cMD) simulations of 100 ns were performed
on six systems: the no-nucleotide (apo), two ATP, and two ADP
nucleotide states in both the open and closed conformations. The
heavy-atom rmsd of simulations initialized in the closed confor-
mation quickly stabilized to values below 4 Å in approximately
10 ns, whereas dimers in the open conformation exhibited higher
rmsd values, on the order of 6 Å (Fig. S1). Fluctuations of indi-
vidual Cα atoms were also higher in the open states, primarily in
the helical domains (Fig. S2).

To determine the dominant, low-frequency motions inherent
to Get3, a full-correlation analysis (FCA) was performed on tra-
jectories from all six cMD simulations (28). FCA analysis, which
relies on the definition of collective degrees of freedom (modes)
that minimize the mutual information of the system, has the ad-
vantage over the more traditional principal component analysis in
that it includes nonlinear and multicoordinate correlations in the
analysis (as opposed to only two-body linear correlations), result-
ing in modes that optimally describe the low-frequency, collec-
tive, anharmonic motions of biomolecules. Residues contributing
the most to the first FCA mode are located at the interface of the
NBD and helical domains, and on the periphery of the dimer;
motions along the first FCA mode primarily describe the open-

ing/closing pathway (Fig. 2A and Movie S1). FCA mode 4 is also
of interest as it has the highest mutual-information (0.67) with
mode 1 of any FCA dimension, suggesting that motions along
these two modes are correlated with one another. Residues which
contribute the most to FCAmode 4 are located primarily near the
top of the helical domains, where there are intermonomer inter-
actions in the closed state (Fig. 2B and Movie S2). Projections on
the subspace defined by FCA modes 1 and 4 show that cMD si-
mulations initiated in the closed state sampled less subspace than
those begun in the open conformation, in accord with their lower
rmsd values (Fig. 3). The no-nucleotide state diverged the least of
the open simulations, sampling states relatively local to its initial
conformation, whereas the two ATP and two ADP simulations
opened further, with projections along FCA modes 1 and 4 in-
creasing from their initial values.

Despite long simulation times, the amount of phase space
covered in the cMD simulations was relatively low and lacked
sampling of regions between the open and closed states. To en-
hance sampling of the open-closed transition, three 100 ns accel-
eratedMD (aMD) simulations were performed on each construct
(29, 30). Unlike many complementary methods of enhanced sam-
pling, aMD can effectively explore long timescale motions and
large regions of phase space without the definition of a reaction
coordinate, thus making it a natural choice for the initial exam-
ination of Get3 motions. Simulations begun in the closed state
remained closed, although they did sample significantly more
of the closed region than the corresponding cMD simulations
(Fig. 3). Each of the apo/open simulations transitioned to a
closed-like structure, two in the first 20 ns and one after 60 ns.
In contrast, none of the nucleotide containing aMD simulations
closed, and instead each of them opened further with increased
projection values along both FCA modes 1 and 4 (Fig. 3).

Free Energy Calculations. To elucidate the thermodynamic basis for
the opening/closing equilibrium observed both in experiments
and in aMD simulations, free energy profiles were computed

Fig. 1. The GET pathway includes two major phases: the membrane target-
ing stage in which a TMD is transferred from the Get4/Get5/Sgt2 complex to
Get3, and the membrane insertion stage in which the TMD is inserted into
the ER membrane through interactions with the Get1/Get2 complex.

Fig. 2. The two primary dimensions upon which results are projected, FCA
modes 1 (A) and 4 (B). FCA mode 1 is primarily responsible for opening of the
nucleotide binding domains, and mode 4 describes the helical domain se-
paration. Projections go from negative values in blue to positive ones in red.

Fig. 3. Projection of conventional (cMD) and accelerated (aMD) simulations
on the FCA mode 1/4 subspace (shown in Fig 2). Simulations initiated in the
open and full-closed conformations are shown in red and blue respectively.

Table 1. The number of windows and cumulative sampling time for
each free energy profile

State No. windows Total simulation time, ns

Apo 47 1,535
One ATP 56 1,855
Two ATP 53 1,775
Two ADP 58 1,970
One ADP 60 2,170
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using two-dimensional adaptive biasing force (ABF) calculations
along FCA modes 1 and 4 (31, 32). The potentials of mean force
(PMF) were calculated for five nucleotide states: apo, one or two
bound ATP, and one or two bound ADP molecules. To enhance
sampling, the FCA mode 1/4 landscape that was sampled
throughout the aMD simulations was divided into a series of
“windows,” the number and sampling within which were adapted
to balance convergence and computational expense (for detail
see Materials and Methods and Table 1). In addition, to reduce
the required equilibration time, each window was initiated from
a low-energy structure generated in the aMD simulations near
the center of the desired sampling region. Based upon inspection
of the results, the mode 1/4 space was divided into five states, I–V
(Fig. 4A), the Boltzmann averaged free energies of which are
shown in Table 2. A comparison of the efficiency and precision
of cMD, aMD, and ABF calculations is presented in the SI Text
(along with Figs. S3 and S4) for the interested reader.

The apo state PMF has multiple local minima along the
opening/closing pathway (Fig. 4B). The free energies of wells
in regions II and IV are (within error) indistinguishable from
one another and may both be global minima, whereas states
III and V have free energies that are higher but still accessible
by molecules free in solution (1.17� 0.70 and 2.15�
1.10 kcal∕mol, respectively). Barriers between the wells are
low, with a maximum on the order of 8 kcal∕mol. Conformations

in region I have free energies above 11 kcal∕mol, thus they are
unlikely to be significantly observed in equilibrium conditions.

Addition of nucleotides biases Get3 to sample smaller regions
of phase space. Binding of a single ATP molecule lowers the free
energy of region III such that it becomes the global minimum,
whereas regions I, II, and V become largely inaccessible, and re-
gion IV likely has a low population in equilibrium (Fig. 4C). The
equilibrium population is further shifted to closed states through
the binding of a second ATP molecule, as free energy wells in
regions II and III come close to merging with one another to form
the global minimum, and the free energy of states in region I
drops to 5.64� 0.74 kcal∕mol (Fig. 4D). Hydrolysis of both nu-
cleotides further biases the population to closed states, with only
region I exhibiting a free energy below 8.42� 0.85 kcal∕mol
(Fig. 4E). Release of one ADP molecule induces an opening
effect on the dimer: Region III again becomes dominant whereas
region V is accessible with a low free energy of 1.86�
1.14 kcal∕mol (Fig. 4F). In addition, the location of minima
along FCA mode 4 is increased in the one ADP case relative
to the other states discussed here.

Three metrics were used for comparison of structures in these
energy wells to those observed in crystallographic experiments
(for selected data, see Table 3; for full data, see Table S1). In
the first, the center of mass separation distance between the alpha
carbon (Cα) atoms in the beta sheets of each monomer was com-
puted. In the second the center of mass separation distance

A B C

D E F

Fig. 4. Free energy profiles for Get3 in five nucleotide states (in kcal∕mol). In the no-nucleotide (apo) state (B), there are multiple minima throughout the
energy landscape, whereas addition of one ATP (C), two ATP (D), two ADP (E), or one ADP (F) molecule(s) restricts the accessible regions of phase space. The
consistent locations of energy minima in each of the states resulted in the subdivision of the FCA mode 1/4 landscape into five regions, based upon their
degree of opening (A).

Table 2. Free energies of FCA mode 1/4 space regions in each of the nucleotide
states (kcal∕mol)

I II III IV V

APO 11.82 ± 1.34 0.52 ± 0.93 1.17 ± 0.70 0.00 ± 0.57 2.15 ± 1.10
One ATP 10.28 ± 0.96 6.05 ± 0.70 0.00 ± 0.00 3.86 ± 0.68 7.08 ± 1.27
Two ATP 5.64 ± 0.74 0.00 ± 0.42 0.39 ± 0.66 15.05 ± 0.95 12.67 ± 1.65
Two ADP 0.00 ± 0.00 9.00 ± 0.68 8.42 ± 0.85 13.11 ± 1.07 13.54 ± 1.59
One ADP 12.07 ± 1.15 3.89 ± 0.44 0.00 ± 0.04 6.58 ± 0.67 1.86 ± 1.14

Bold font indicates the global energy minima.
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between the Cα atoms in the α-helices comprising the helical
domain, which were resolved in each of the crystal structures, was
computed. These two measurements aim to characterize the
average intermonomer domain arrangements of the NBD and
helical domains. In the third metric, the rmsd of the 302 Cα atoms
that were consistently resolved in α-helices or β-sheets in each of
the crystal structures was computed relative to crystal structures
of the fully closed, closed, semiopen, and open states, with the
minimum values presented in Table 3 and Table S1 and full rmsd
data, including averages and ranges of values, presented in
Table S2. These rmsd measurements are useful in quantifying
the overall agreement of structures predicted to be in energy
minima by our calculations to those structures that have been ex-
perimentally observed. Structures in regions I and II exhibit prop-
erties similar to both the fully closed and closed states, typically
with good agreement to the fully closed helix-separation and a
better correspondence to the closed sheet separation. Conforma-
tions in region III have very good agreement with all structural
properties of the semiopen state, with rmsd values below 2.5 Å
throughout the nucleotide states. Regions IV and V have sheet
separations and rmsd values similar to the open states, although
the helix distance in region V is much greater than that in the
crystal structures and region IV.

Based upon the structural properties in Table 3 and their loca-
tions in FCA mode 1/4 space, we have classified regions I–V
according to their degree of opening as follows. Region I corre-
sponds to the fully closed state, region II to closed, region III
to the semiopen, and region IV to open (see Fig. 5 A–D and
Fig. S5 A–D). Conformations in the wells of region Vare unique
in that they do not correspond to any crystal structures: Although
the protein structures in the nucleotide binding domains are si-
milar to the open conformation, the helix-separation distance is
significantly greater than that observed in any of the crystal struc-
tures. Therefore, region V represents a previously unobserved
wide-open conformation (Fig. 5E and Fig. S5E). These classifica-
tions are general and are violated in a select few cases (for ex-
ample region IV of the one ATP simulations corresponds more
closely to the semiopen state than the open state, Table S1) and
subtle differences exist between the same conformational states
with different bound nucleotides, however, they do provide a fra-
mework for discussion of states accessible by Get3.

Discussion
Results presented here have led to the model of the nucleotide-
dependent mechanism of Get3 opening and closing shown in
Fig. 6. Initially, in the apo state, Get3 samples a variety of con-
formations from wide open to closed. The dimer is predominantly
in the open and closed states, however at equilibrium the semi-
open and wide-open states are populated as well. The free energy
barriers are relatively low, thus we would expect interconversion
between states to occur. Association of a single ATP molecule
biases the dimer into a semiopen conformation. Binding of a sec-
ond ATP molecule further pushes the equilibrium such that the
majority of protein states are likely to be semiopen or closed. Hy-
drolysis and phosphate release in both active sites induces closing
of the molecule as it adopts the fully closed conformation, which
is followed by release of one ADP molecule, significantly shifting
the population from fully closed to a combination of semiopen
and wide open. Finally, release of the last ADP molecule returns
Get3 to its apo state where it may sample states from closed to
wide open. The important effect of ATP/ADP binding in modu-
lating protein conformations found here is reminiscent of that
seen in several other nucleotide binding proteins (33, 34).

Although this mechanism applies to Get3 dimers free in solu-
tion, it has significant implications on our understanding of both
phases of the GETcycle. A recent biochemical study showed that
transfer of a TA protein to Get3 in the membrane targeting phase
is dependent on nucleotide binding, but not hydrolysis (14, 15).
Because energy from hydrolysis is not required, the role of nu-
cleotides is likely to bias Get3 into a conformational state that
promotes association with Get4/Get5 and not to introduce energy
to overcome barriers. There has yet to be an experimentally ob-
served Get3/Get4/Get5 structure, thus it has been difficult to dis-
cern the conformation of Get3 responsible for binding and its
nucleotide occupancy. However, the recurring presence of the
semiopen state as a global minimum in the single ATP/ADP
states suggests that Get3 could bind in an asymmetrical nucleo-
tide state. Alternatively, if Get3 binds in the symmetrical two
ATP/ADP states, it is expected that the conformation of Get3
would be more closed. The association of Get3 in a semiopen
or closed state would be advantageous to TA binding in that it
allows for the partial or full preorganization of the TMD binding
groove prior to TMD recognition and transfer, thereby reducing
the induced fit mechanistic requirement on the helical domains.

Table 3. Structural properties of representative conformations and their comparisons to crystal structures, shown in parenthesis

Conformation Simulation (crystal structure) Average helix separation, Å Average sheet separation, Å Minimum rmsd, Å

Fully closed two ATP (2WOJ) 29.3 ± 1.53 (28.6) 30.8 ± 1.66 1.30
Closed two ATP (3IQW) 27.6 ± 3.05 (28.8) 32.5 ± 0.78 (32.1) 3.22
Semiopen apo (3SJC) 32.0 ± 2.47 (33.6) 35.6 ± 1.49 (34.7) 1.86
Open apo (3H84) 42.4 ± 4.52 (43.5) 39.7 ± 1.60 (40.3) 3.60
Wide open one ADP (none) 55.0 ± 1.76 (none) 41.5 ± 1.11 (none) none

For full results of all energy wells, see Table S1.

Fig. 5. Representative structures and their associated protein states from each of the five PMF regions. For comparisons of these structures to crystal struc-
tures, see Fig. S5.
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Utilization of the semiopen state could also be advantageous over
the closed one in that it would allow the helical domains to be
more flexible in binding around the helical TMD.

In the emerging model of the membrane insertion phase, Get2
tethers a fully closed Get3/TA protein complex to the ER mem-
brane, where cytosolic domains of Get1 insert into the Get3 di-
mer interface and promote release of the TA protein for mem-
brane insertion. This step is followed by dissociation of Get3 from
the Get1/Get2 complex by adopting the closed conformation
through ATP binding (17, 18). It has been assumed that Get3
must release both ADP molecules to transition to an open state
and release its TA protein, however, results shown here suggest
that dissociation of a single ADP molecule may be sufficient as it
biases Get3 into the same semiopen state observed in the Get1/
Get3 complex. In addition, transient sampling of the wide-open
state may also further encourage release of a TA from Get3, as it
fully disrupts the TMD binding groove. Through biasing the Get3
free energy landscape to favor semiopen and open conforma-
tions, the insertion of Get1 helices into the Get3 dimer interface
is also likely responsible for initiating the conformational changes
required for ADP release.

By using a combination of conventional molecular dynamics
simulations with enhanced sampling and free energy methods,
we have reconstructed the free energy landscape of Get3 in five
possible hydrolysis states. Simulations were able to reproduce
the stabilities and structural elements of the fully closed and open
conformations for the symmetric nucleotide states, in accordance
with previous crystallographic studies. The good structural agree-
ment with the semiopen conformation is also remarkable given
that the structure of this state was published following completion
of the calculations presented here. These results have also led

to several mechanistic insights into the function of Get3. For
example, in solution, the apo state exists in an equilibrium of
conformations, the semiopen state appears to be a prominent
conformation of free Get3 molecules (and not an artifact of bind-
ing to Get1), and a heretofore unseen wide-open conformation
also appears likely to contribute to Get3 dynamics. In addition,
we have examined the conformational equilibria of the asym-
metric single ATP and ADP hydrolysis states. Taking into account
the diverse interactions in the GET cycle, the dynamic intercon-
version between both conformational and nucleotide states is
likely to be important not only for the mechanism of Get3,
but also in providing a model system for advancing our under-
standing of biomolecular interactions in general.

Materials and Methods
A full description of the methods may be found in the SI Text. Briefly, models
of the fully closed and open Get3 dimer were constructed from structures
with Protein Data Bank codes 2WOJ and 3H84 (23, 26), with missing protein
segments built from segments resolved in the other structure when available,
and modeled with the program PRIME (35). Simulations were performed
with the AMBER99SB force field (36), with ADP and ATP parameters from
Meagher et al. and zinc ion and zinc-coordinating cysteine parameters from
the zinc AMBER force field (37, 38). ADP systems did not include any addi-
tional inorganic phosphates. Systems were solvated in an orthorhombic
transferable intermolecular potential three point (TIP3P) water box with
150 mM NaCl concentration (39, 40). All simulations were performed with
NAMD 2.8 (41, 42), long-range electrostatics were treated with particle-mesh
Ewald (43), and temperature was maintained at 300 K through the use of
Langevin dynamics (44, 45). Both cMD and aMD simulations were run for
a total of 100 ns each, with aMD simulations seeded from snapshots taken
at 10, 15, and 20 ns into the cMD simulations. Boosting parameters for aMD
simulations were chosen from previous experience (46), and restraints were
applied to the protein to maintain the secondary structure in the aMD simu-
lations using the “SSRestraints” plug-in to visual molecular dynamics (VMD)
(47). Analysis of simulations was performed with a combination of VMD (48),
Gromacs (49), NumPy (50), SciPy (51), and matplotlib (52).

Free energy calculations were performed using the ABF method (31, 32).
The dimensions that were projected along in the cMD and aMD simulations,
and were biased along in ABF calculations, were generated from an FCA over
all Cα atoms, excluding the terminal five residues, of the six cMD simulations
(28). The space sampled in aMD calculations was divided into a series of 42
overlapping subspaces, windows, for ABF calculations (see Fig. S6). For each
window, calculations were performed in three phases: targeted MD (53),
equilibration, and ABF. Before calculations, molecular mechanics/generalized
born analysis was performed on the aMD trajectories (54), and the low-en-
ergy structure in each window was chosen as the initial target for each win-
dow. Details of each phase, along with discussion of convergence criteria and
error estimates, are present in SI Text and Fig. S7. Values in Table 2 were com-
puted by a Boltzmann average and a standard deviation of the free energies
in each region.
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