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More than one way to see it move?
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A dominant 19th-century view on the nature of visual perception,
known as ‘‘elementism,’’ held that any percept is no more and no
less than the sum of the internal states caused by the individual
sensory parts (or elements), such as brightness, color, and dis-
tance. Elementism is easily falsifiable, but the idea of linearly
independent internal states is so compelling to a reductionist
neuroscience that it has been dragged from the dustbin repeatedly
over the last 100 years—in conjunction with the more familiar
19th-century doctrine on brain organization known as ‘‘localiza-
tion of function.’’ A sensational case in point is a hypothesis put
forward in the 1980s that maintains that there are multiple
independent channels in the primate visual system, extending
from retina through several stages in the cerebral cortex, each of
which is specialized for the processing of distinct elements of the
visual image (1). Although this hypothesis has rather general
implications for the neuronal bases of perceptual experience,
nowhere have these implications been made more explicit, nor
inspired greater controversy, than with regard to the neuronal
representations of color and motion. In a report in this issue of
the Proceedings, Sperling and colleagues (2) adopt an intriguing
approach to this topic. Although they are sure to fan the flames
of controversy, the results of Lu et al. (2) do offer a stimulating
perspective and emphasize a broad theoretical framework for
visual motion processing in which many related phenomena can
be understood.

One trail of debate surrounding the relationship between color
and motion processing can be traced to the fact that motion
perception is necessarily secondary to the detection of some type
of contrast in the visual image; quite simply: if you can’t see it, you
can’t see it move. Visible moving objects commonly contrast with
their backgrounds in multiple ways, such as by differences in the
intensity (luminance), wavelength composition (chrominance),
and pattern (texture) of reflected light. Inasmuch as these dif-
ferences are manifested in the retinal image, they are all potential
cues on which a motion detector may operate. Indeed, because
chromatic differences are commonly reliable indicators of the
edge of an object (3), one might expect chromatic contrast in an
image to be among the most robust cues for motion detection.

Teleology notwithstanding, a number of observations, in-
terpreted through the lens of a 20th-century neurobiological
elementism, have led to a rather different view, in which the
neuronal representations of color and motion are thought to
be very limited in their interactions. This view began to
crystalize approximately 25 years ago with discovery of the
multiplicity of cortical visual areas in primates. In particular,
based on a survey of the visual response properties of cortical
neurons, Semir Zeki (4) reported the existence of separate
visual areas specialized for the analysis of motion (area MT or
V5) and color (area V4). This apparent independence led to
the novel prediction that, if a moving object were distinguished
from background solely on the basis of a difference in col-
or—an infrequent occurrence in the natural world—its motion
would not be perceived. Early tests of this hypothesis (made
possible, in part, by the advent of sophisticated and inexpensive
computer graphics) appeared to support it in a limited form:
Perceived motion of chromatically defined stimuli was said to

be possible, but the quality of the percept was often poor (5,
6). In 1987, Livingstone and Hubel (1) upped the ante by
noting that not only was this perceptual degradation marked
under selected and well controlled conditions, but it could be
explained by evidence that neuronal signals giving rise to color
and motion percepts are channeled separately through several
stages of processing, from retina to higher cortical visual areas.

These conflicting portraits of the relationship between color
and motion—one drawn from simple functional expectations, the
other from modern neuroscience—have inspired a large number
of anatomical, physiological, and behavioral studies in recent
years (e.g., refs. 1 and 7–20; see ref. 21 for review), which are
perhaps most notable for their failure to achieve a broad con-
sensus of opinion. Nonetheless, the one thing most generally
agreed on is that the sensitivity of both human observers and
cortical neurons to the motion of chromatically defined stimuli is
poorer than sensitivity to motion of stimuli defined by other
contrast cues. In their new report, Lu et al. (2) refute this
conclusion, alleging instead that motion of chromatically defined
stimuli can be perceived quite clearly, provided the chromatic
contrast in the moving stimulus is sufficiently ‘‘salient’’ to draw
the attention of the observer.

This provocative claim, of course, begs the question of what is
meant by ‘‘salience’’ and ‘‘attention.’’ The answer can be under-
stood, at least in part, by reference to a larger theoretical
framework for motion processing previously championed by Lu
and Sperling (22). According to this framework, there are three
basic forms of motion detection, which are defined, to a degree,
by the types of moving stimuli they detect. The ‘‘first-’’ and
‘‘second-order’’ motion systems, which have been studied for
many years and for which both neuronal substrates (23–26) and
computational mechanisms (27–31) have been identified (see ref.
24 for review), are sensitive to motions of luminance-defined and
texture-defined patterns, respectively.

The hypothesized ‘‘third-order’’ motion system, as described by
Lu and Sperling (22), ‘‘tracks’’ the motions of salient image
features, regardless of how they are physically defined in the visual
image. The concept of a third form of motion detection is not
novel (see ref. 32), but Sperling and colleagues have made
important advances in defining its properties and underlying
mechanisms (2). According to Lu et al. (2), the input to this
system is from a ‘‘salience map,’’ in which image features are
assigned weights based on a combination of their inherent
physical contrasts and the observer’s attentional focus. All else
being equal, image features that are interpreted perceptually as
‘‘foreground,’’ rather than ‘‘background,’’ are assigned the great-
est weights.

Under normal environmental conditions, visual image motions
that activate the proposed third-order system also will activate the
first- andyor second-order system. By careful elimination of
image cues that drive first- and second-order systems, however,
Lu and Sperling (22) found it possible to selectively activate the
third-order motion system in human observers. In addition, they
catalogued a set of perceptual criteria by which the operations of
this system could be distinguished reliably from those of first- and
second-order systems. These criteria include a variety of filtering
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properties: By contrast with the first- and second-order systems,
the third-order system is more sluggish in its responsiveness, is
entirely insensitive to the eye of stimulation, and tracks the
motions of features defined by the intersections of moving and
nonmoving patterns.

In their new study, Lu et al. (2) applied these criteria to identify
the motion system(s) activated by chromatically defined stimuli.
Heretofore, it was believed that such stimuli—inasmuch that they
were seen to move—could drive both first- (12, 33) and third-
order systems (32). Lu et al. (2) now report that human sensitivity
to chromatically defined stimuli satisfies the aforementioned
criteria for third-order motion processing. Such evidence is
correlative and circumstantial by nature, but it suggests that
chromatically defined stimuli may be processed to a great extent
by a system that is distinct from the classically defined first- and
second-order motion systems.

If that suggestion alone is not sufficient food for thought (or
rebellion), real intrigue lies in the predictions that can be made
from the mechanistic principles thought to underlie the third-
order system. As defined by Lu and Sperling (22), these principles
predict that manipulations of the salience of chromatically de-
fined stimuli should markedly affect perceived motion. To test
this hypothesis, Lu et al. (2) were required to alter stimulus
salience without altering its detectability by first- and second-
order systems. They sought that goal by two related means, the
second of which illustrates the point. In this experiment, Lu et al.
(2) compared perceptual sensitivity for motion of a redygreen
striped pattern (Fig. 1A), viewed on a gray background, to
sensitivity for motion of redygray stripes (Fig. 1B) on the same
gray background. In both cases, the pattern was defined solely by
a chromatic difference (redygreen or redygray). The two patterns
differed considerably, however, with respect to the relative sa-
lience of their stripes. Although the former stimulus was com-
posed of red and green stripes of approximately equal salience,
the latter was composed of red and gray stripes of markedly
different salience. Specifically, because the gray stripes were
physically coextensive with the larger background, they were seen
as such whereas the red stripes appeared as moving foreground
features.

The effects of this manipulation were striking: Human observ-
ers reported little or no perceived motion in the first instance (low
salience) whereas the motion percept was robust and compelling
in the second (high salience), despite the fact that the only cue
available for motion detection in both instances was chromatic
contrast. Compelling though this demonstration and the under-
lying logic may seem, there are some loose ends that deserve
greater attention. In particular, the intended stimulus differences
also render quite different degrees of chromatic contrast within
the moving pattern. These contrast differences, in turn, lead to (i)
differences in the activations levels of long-wavelength-sensitive
(L) and mid-wavelength-sensitive (M) cone photoreceptors and
(ii) different chromatic adaptation levels at the boundary of the
moving stripes. The possibility certainly exists that one or both of
these by-products could yield differential activation of the first-
order motion system.

Lu et al. (2) conclude their report with a demonstration of the
way in which chromatically defined features can subserve motion
detection, provided they are segmented from background. The
stimulus used for this purpose is one in which two types of
patterns are presented on alternate frames of a movie (Fig. 2).
Odd frames contain chromatically defined stripes (e.g., red and
green); even frames contain stripes defined by different textures
(e.g., coarse and fine). If only odd or even frames of the movie are
viewed, no physical motion occurs—only flicker is perceived. If
odd and even frames are viewed in the full sequence, however,
motion is clearly seen. Moreover, the direction of perceived
motion depends on which of the stripes in each pattern type (red
vs. green and coarse vs. fine) is seen as foreground. The unam-
biguous message here is that perceived motion is only possible by
matching salient features, which is, of course, the modus operandi

of the proposed third-order system. What’s more, the matching
occurs between salient features that are defined by two com-
pletely different forms of physical contrast. These observations
refine claims regarding the mechanistic underpinnings of the
third-order system: (i) the system operates on feature ‘‘to-
kens’’—a generic representational currency for salient features,
regardless of how they are physically defined—and (ii) chromatic
contrast is sufficient to establish such tokens.

The tableau of evidence delivered by Lu et al. (2) makes a
plausible case for third-order motion processing and its role in the
perception of motion of chromatically defined patterns. It will not
go unnoticed, however, that these authors additionally claim such
motion to be ‘‘computed by the third-order motion system, and
only by the third-order motion system’’ (ref. 2, p. 8289). What then
are we to make of the many recent behavioral and neurophysi-
ological experiments (see ref. 21 for review) that imply sensitivity
by a first-order mechanism? Lu et al. (2) dismiss these evidences
en masse, citing the possibility of unbalanced salience, as well as
potential calibration errors that could lead to unintended lumi-

FIG. 1. Schematic illustration of one method used by Lu et al. (2)
to manipulate salience within a chromatically defined pattern. (A) The
standard stimulus configuration, which has been used in many previous
experiments, consists of a pattern of red and green stripes on a
chromatically intermediate (gray) background. The luminances of the
stripes and background are equivalent (i.e., isoluminant). When this
stimulus is moved, its motion generally appears slower and more
irregular that it truly is. Lu et al. (2) attribute this nonveridical percept
to the fact that the red and green stripes are of nearly equal salience.
(B) If the green stripes are replaced with a gray color that is identical
to background, the red stripes are more likely to be perceived as
foreground and hence more salient than the gray. The result is a robust
percept of motion, despite the fact that the redygray pattern—like the
redygreen pattern—is isoluminant and defined only by a chromatic
difference. Lu et al. (2) argue that this percept of ‘‘high-quality
isoluminant motion’’ is a product of the proposed third-order motion
system.
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nance contrast in the visual stimuli used. True, it is rather difficult
to create chromatic stimuli that lack such luminance artifacts, but
it is disingenuous, at best, to suppose that all others have not been
equal to the task. A more parsimonious explanation is that both
first- and third-order mechanisms operate under these condi-
tions, although the latter may well play the more important role.

The proposal of Lu et al (2) also inevitably leads to questions
about neuronal substrates: At what level in the visual processing
hierarchy is third-order motion represented? What neuronal
structures and events underlie the salience map, thought to
provide input to the third-order system? At this point in time,
relevant physiological data are scarce, and there exists plenty of
room for healthy speculation. One possibility is that established
motion detection substrates, such as that known to exist in cortical
visual area MT, are multifunctional and thus capable of operating
on low-order signals (luminance, chrominance, texture) as well as
on inputs representing feature salience. Recent experiments (34)
demonstrating that motion sensitivity of neurons in cortical visual
area MT can be markedly modulated by attention to a moving

target are consistent with this view. The salience map is a much
larger and thornier problem, both because the mechanistic prin-
ciples [as defined by Lu et al. (2)] are underconstrained and
because physiological experiments are only beginning to ap-
proach the issue effectively (35). The issue is an important one,
however, that has implications that extend far beyond the realm
of motion processing (e.g., ref. 36) and is likely to be a major focus
of future research in this area.

The persistent controversy over the relationship between color
and motion processing is not likely to diminish with the new
report of Lu et al. (2). On the contrary, it seems apt to increase
the volume of the debate in certain areas, which is not at all a bad
thing. Indeed, perhaps the greatest merit of the report is that it
brings a stimulating perspective to a contentious field in which
battle lines have become noticeably stagnant and self-serving.
More generally, it further reinforces the belief that sensory
elements interact in many complex ways to yield perceptual
experience.
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FIG. 2. Schematic illustration of method used by Lu et al. (2) to
demonstrate contribution of chromatic contrast to third-order motion
detection. A movie consisted of four sequentially presented frames.
Odd frames contained a redygreen striped pattern; even frames
contained a striped pattern formed of coarse and fine textures. If
colored or textured frames are viewed alone, only flicker is perceived.
If the complete sequence is viewed, however, coherent motion is seen.
The direction of perceived motion is determined by the stripes that are
interpreted as foreground within each frame type. For example, if red
stripes are seen as foreground in chromatic frames, and coarse-texture
stripes are seen as foreground in texture frames, motion will be
perceived to the right: i.e., in the direction that these foreground
stripes move (indicated by arrow). This phenomenon argues for a type
of motion detection that operates on perceptually defined foreground
features, regardless of how they are physically defined.
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