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ABSTRACT Pain is a unified experience composed of
interacting discriminative, affective-motivational, and cogni-
tive components, each of which is mediated and modulated
through forebrain mechanisms acting at spinal, brainstem,
and cerebral levels. The size of the human forebrain in relation
to the spinal cord gives anatomical emphasis to forebrain
control over nociceptive processing. Human forebrain pathol-
ogy can cause pain without the activation of nociceptors.
Functional imaging of the normal human brain with positron
emission tomography (PET) shows synaptically induced in-
creases in regional cerebral blood flow (rCBF) in several
regions specifically during pain. We have examined the vari-
ables of gender, type of noxious stimulus, and the origin of
nociceptive input as potential determinants of the pattern and
intensity of rCBF responses. The structures most consistently
activated across genders and during contact heat pain, cold
pain, cutaneous laser pain or intramuscular pain were the
contralateral insula and anterior cingulate cortex, the bilat-
eral thalamus and premotor cortex, and the cerebellar vermis.
These regions are commonly activated in PET studies of pain
conducted by other investigators, and the intensity of the brain
rCBF response correlates parametrically with perceived pain
intensity. To complement the human studies, we developed an
animal model for investigating stimulus-induced rCBF re-
sponses in the rat. In accord with behavioral measures and the
results of human PET, there is a progressive and selective
activation of somatosensory and limbic system structures in
the brain and brainstem following the subcutaneous injection
of formalin. The animal model and human PET studies should
be mutually reinforcing and thus facilitate progress in under-
standing forebrain mechanisms of normal and pathological
pain.

Forebrain Mediation of Pain. Pain is a conscious experience
that includes discriminative, affective-motivational, and cog-
nitive components that produce the unified sensation of pain.
These components are each mediated through separate, in-
teractive forebrain mechanisms (1). For example, the ability to
localize somatic stimuli in time, space, and along a continuum
of intensities is greatly impaired following lesions limited to the
primary somatosensory (S1) cortex or the ventral posterolat-
eral thalamus. These lesions do not produce analgesia, how-
ever, because the aversive nature of noxious stimuli, although
poorly localized, is still evident in the behavior of animals and
the verbal reports of humans (2). Neurons in the S1 cortex and
ventral posterolateral thalamus, including those responding
primarily to noxious stimuli, have small, contralateral recep-
tive fields consistent with the mediation of spatial stimulus
localization (3). In contrast, lesions within the anterior cingu-
late cortex have no effect on innocuous or nociceptive som-
esthetic discriminative functions, but impair the recognition of

the noxious or aversive quality of the stimulus in animals and
the perceived affective quality of pain in humans (4, 5).
Anterior cingulate neurons that respond to noxious stimuli
have large, often bilateral receptive fields, consistent with a
limited role in spatial discriminative capacity (6). There is no
comparable information about the neuronal substrate for the
cognitive dimension of pain, but there are numerous studies
and observations showing the profound influences of atten-
tion, suggestion, and emotional state on the perception of pain
(7). The broad range of environmental influences, such as
attention, fear, and the placebo effect on the perception of
pain suggests that cortical association areas and their subcor-
tical connections are critical participants in mediating the
cognitive aspects of pain.

The Forebrain Modulation of Pain. The processing of
nociceptive stimuli is modulated by the forebrain at spinal,
brainstem, and diencephalic levels. Stimulation of the cerebral
cortex or thalamus can facilitate or suppress the responses of
spinothalamic or trigeminothalamic tract neurons (8, 9). In the
awake monkey, the response of trigeminothalamic cells to
noxious heat depends on behavioral state (10, 11). Corticob-
ulbar and corticothalamic neurons have marked effects on the
excitability of brainstem and thalamic cells that receive noci-
ceptive input (12–16).

Because of the large volume of the human forebrain in
relation to that of the spinal cord (77% vs. 2% of central
nervous system volume), these descending modulatory influ-
ences may assume greater importance in humans than in other
species, such as the laboratory rat, where the forebrain is less
anatomically dominant (31% vs. 35% of central nervous
system volume) (17). The human spinothalamic tract, for
example, contains an estimated 2,000 to 5,000 fibers whereas
the corticospinal tract, which includes fibers terminating in the
superficial layers of the dorsal horn (18, 19), is estimated to
contain from 5 3 105 to 1 3 106 fibers (20, 21). Corticothalamic
influences are also likely to be dominant in the human; in the
cat, approximately 50% of the estimated 5,000 to 9,000 syn-
apses on thalamocortical projection neurons are presumed to
be of cortical origin, whereas only 15% are formed by ascend-
ing afferent fibers (22).

The Physiological Rationale of Positron Emission Tomog-
raphy (PET). Synaptic activity generates increases in cerebral
blood flow (CBF). This physiological fact is the basis for both
PET and functional magnetic resonance imaging (fMRI). The
most commonly used fMRI method relies on local shifts in the
magnetic field that accompany the shift from deoxyhemoglo-
bin to oxyhemoglobin within activated perfused tissue (23).
PET and fMRI are complementary methods of assessing brain
activity. This article will be limited to a discussion of PET.

PNAS is available online at www.pnas.org.

Abbreviations: CBF, cerebral blood flow; rCBF, regional CBF; fMRI,
functional magnetic resonance imaging; PET, positron emission to-
mography; ROI, region of interest; S1, primary somatosensory (cor-
tex); S2, secondary somatosensory (cortex); VOI, volumes of interest.
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The first indication that brain activity increases global CBF
was reported by Roy and Sherrington over 100 years ago (24).
Subsequent radioactive tracer techniques revealed increases in
regional CBF (rCBF) during sensory stimulation or the per-
formance of motor tasks (25). Recent studies that use the
technique of optical imaging have demonstrated that cortical
blood flow responses occur within 3 sec of sensory stimulation
and are initially restricted to the 300- to 500-mm dimensions of
cortical columns before spreading to involve the surrounding
3 mm to 5 mm of cortical tissue (26–28). The biochemical
coupling of rCBF and synaptic activity is unknown and is still
an area of active investigation. Studies of regional cerebral
glucose utilization show that it and rCBF are normally tightly
coupled and that the coupling occurs within the synaptic
neuropil. The degree of coupling may vary among regions and
under special experimental conditions (29), but it is reliably
present in the normal mammal. Blocking the production of
nitric oxide has no effect on synaptically induced rCBF re-
sponses in the rat somatosensory system (30). There is evi-
dence that adenosine may be a critical link in this process, but
it is likely that the action of several mediators may be impor-
tant (31).

A reduction of rCBF should occur when synaptic activity is
suppressed below some resting or background level. Indeed,
reductions in rCBF are observed in many PET studies of rCBF
(32). However, the physiological significance of reduced rCBF
is uncertain; it does not necessarily indicate the presence of
inhibitory synaptic activity, because both inhibitory and exci-
tatory synaptic activity can contribute to increases in synaptic
metabolism (33). It is possible that some of the observed
reductions in rCBF reflect autoregulatory mechanisms for
global CBF, these reductions may not affect neuronal function;
others may signal the removal of synaptic excitation (disfacili-
tation) by an inhibitory process located outside the area of
rCBF decrease. In any event, it is not now possible to establish
the valence of synaptic activity by rCBF estimation methods.

PET Methodology. In most current studies, water (as H2
15O)

or [15O]butanol is injected intravenously, or carbon dioxide (as
C15O2) is inhaled and converted in the lungs to H2

15O. The 15O
has a half-life of 122 sec. This length of time is sufficient for
CBF measurements, because a bolus injection (e.g., 50 mCi) of
this compound is nearly completely diffused into brain tissue
on the first arterial pass (34). The count of emissions from a
given volume of brain tissue is therefore a good estimate of the
perfusion of that brain region during the counting period
(approximately 60 sec for a typical scan).

With the analytical methods that we use, we find that there
are approximately 95,000 voxels in the gray matter of the
average human brain. At our facility, a three-dimensional voxel
is a cube 2.25 mm on each side. However, the spatial resolution
of PET is limited by the smoothing introduced by image
reconstruction filters and by the ability of the radiation
detectors to differentiate the radiation emitted from two
separate point sources. For PET, this distance, the full width
at half maximum, is between 6 and 9 mm. However, the spatial
accuracy in the localization of an activation focus is improved
(to less than half the full width at half maximum) when
subtraction images are made.

Each image set is normalized to whole brain counts, and
mean radioactivity concentration images are created by esti-
mating rCBF across all subjects with stereotactic anatomical
standardization techniques. Image voxel intensities are nor-
malized to global cerebral activity with the use of a linear
proportional model to remove baseline differences in global
CBF between scans and subjects (35). In our facility, CBF
images are aligned onto the coordinates of a standard stereo-
tactic atlas (36), by using anatomical landmarks identified
within the PET images of each individual so that the CBF
differences are compared within the same brain regions (37–
39). To determine whether a task or a stimulus has produced

an increase in rCBF, the rCBF computed during a control
condition is subtracted from that computed during the test
condition. The resulting subtraction image, then, shows those
brain regions with differences in CBF between the two con-
ditions.

A voxel-by-voxel statistical subtraction analysis (Z-score)
with adjustment for multiple comparisons is performed by
estimating the smoothness of subtraction images (40) following
three-dimensional Gaussian filtering to enhance signal-to-
noise ratio and compensate for residual anatomical variance.
Typically, only those voxels with normalized CBF values larger
than 60% of the global value are analyzed, because these voxels
represent the gray matter of the brain. Voxels showing a
significantly increased CBF compared with the average noise
variance computed across all voxels (pooled variance) are
identified (41). The critical level of significance is determined
by using this information to adjust P 5 0.05 (42). With this
method, the results of interest are revealed primarily through
the data analysis. However, it is also possible to perform
correlations between the intensity of the rCBF responses
throughout the brain and some behavioral parameter of
interest, such as the perceived intensity of stimulation (43).

In addition, volumes of interest (VOI) may be established
within brain structures selected because of a priori hypotheses
and the results of previously published PET studies. The size
and shape of each VOI may be standardized across studies or
determined separately according to functional criteria. We
presently use a method similar to that described by Burton
(44), in which voxels showing significant peak increases in CBF
between comparison conditions are identified within the brain
structure of interest; the voxels are progressively expanded in
three dimensions to include contiguous voxels that meet the
statistical criterion established by the voxel-by-voxel Z-score
analysis. To determine the statistical significance of rCBF
increases, a paired t statistic is computed for each VOI from
the average percentage increase in CBF across all subjects.
Levels of significance are established, based on the Bonferroni
correction for multiple comparisons among VOI.

Important Variables in the Conduct and Interpretation of
PET Studies of Pain. There are now numerous studies from
various facilities that have used PET during the application of
experimental pain. The results are difficult to compare be-
cause they are affected by intersubject variability, type of
stimulus, method of scanning, and data analysis methods. To
assess the effect of some of these variables, we have conducted
several investigations in normal subjects with a variety of
stimulation methods. The variables we have considered thus
far include gender, the physical characteristics of the stimulus,
and the sources of nociceptive afferent input.

Gender. The prevailing evidence suggests that although
there is no reliable gender difference in pain thresholds, pain
tolerance is generally higher in male than in female subjects
(45). PET studies find gender differences in resting rCBF (46)
or in the cerebral metabolic rate of glucose utilization (47–49).
These findings suggest that there may be underlying gender
differences in the neural mechanisms that mediate pain per-
ception. Accordingly, we performed PET studies in normal
right-handed male (n 5 10) and female (n 5 10) subjects (18
to 39 years old) as they discriminated differences in the
intensity of innocuous and noxious heat stimuli applied to the
left forearm (50). Thermal stimuli were 40°C or 50°C heat,
applied with a thermode as repetitive 5-sec contacts to the left
volar forearm. Both male and female subjects rated the 40°C
stimuli as warm but not painful and the 50°C stimuli as painful,
but females rated the 50°C stimuli as significantly more intense
than did the males (P 5 0.0052). Both genders showed a
bilateral activation of premotor cortex during heat pain in
addition to the activation of a number of contralateral struc-
tures, including the posterior insula, anterior cingulate cortex,
and the cerebellar vermis (Fig. 1). Overall, a nearly complete
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overlap of the activation patterns occurred between genders.
However, direct image subtraction showed that females had
significantly greater activation of the contralateral prefrontal
cortex compared with males. A VOI comparison (t-statistic)
also showed greater activation of the contralateral insula and
thalamus in females compared with males (P , 0.05). These
pain-related differences in brain activation may be attributed
to gender, perceived pain intensity, or both factors. These
results show that gender differences are important consider-
ations in the investigation of forebrain responses to noxious
stimuli.

Physical Characteristics of the Noxious Stimulus. Subtrac-
tion images have been interpreted as revealing those cerebral
structures that have increased synaptic activity related specif-
ically to the central processing of the neuronal signals pro-
duced by noxious heat. In our earlier report (51), we controlled
for the cerebral processes mediating the discrimination of heat

intensity within the innocuous range. By cooling the skin, we
were able to produce innocuous, easily perceptible differences
in the degree of skin temperature increase and to duplicate the
intensity differences that were applied within the noxious
range. However, it is possible that by cooling the skin, we
reduced the perceived difference between the innocuous stim-
uli below that which would exist normally. The resulting rCBF
responses may have been reduced below the sensitivity of our
PET analysis. To test this possibility, we performed a series of
PET studies on subjects who were asked to discriminate the
differences between innocuous warm stimuli delivered to the
volar forearm at normal baseline skin temperature. We wished
to determine whether this procedure would lead to a demon-
stration of rCBF increases that could be compared with those
elicited by noxious heat stimulation. An equally important and
related issue is whether other methods of producing pain result
in the same intensity and pattern of rCBF increases as the

FIG. 1. Statistical map of rCBF responses of 10 males (M) and 10 females (F) to repetitive noxious heat stimulation (50°C) of the left volar forearm.
Color coding of Z scores as indicated by flame bar at right. The right hemisphere of the MRI stereotactic template is on the reader’s left. The numbers
below columns of images indicate millimeters above a plane connecting the anterior and posterior commissures. In both genders, there is significant
activation of the contralateral anterior cingulate cortex (141, 137), premotor, and insular cortex (115, 17), ipsilateral insula (17, 115), and bilateral
cerebellar vermis (212). Voxel-by-voxel analysis indicated that some structures were significantly activated (Z . 4.0) only in males (contralateral
sensorimotor cortex, 152; contralateral lenticular nucleus, 12; ipsilateral prefrontal cortex, 115) and others only in females (contralateral prefrontal
cortex, 132; anterior insula, 12; thalamus, 115; ipsilateral lenticular nucleus, 12; contralateral cerebellum, 225). Direct comparisons of percent increase
in rCBF, however, revealed that the only difference is that the contralateral thalamus, anterior insula, and prefrontal cortex show a greater response in
females compared with males. Reproduced from ref. 50 with permission from the International Association for the Study of Pain.
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increases elicited by repetitive noxious heat applied to the skin.
To examine this question, we performed PET studies on
normal subjects as they experienced the deep, aching pain
produced by immersion of one hand in 6°C water for 105 sec.
We were then able to compare the PET rCBF results obtained
during warm discrimination and during tonic, noxious cold
immersion with the results previously obtained during repet-
itive cutaneous noxious heat (51).

We studied three groups of nine normal, healthy subjects, 18
to 39 years old, all of whom were given instruction and practice
in the use of the visual analog scale for the estimation of
stimulus intensity and unpleasantness. One group was assigned
a warm discrimination task, another group rated innocuous
and noxious heat intensity and unpleasantness, and the third
group participated in the ice-water immersion study. In the
warm discrimination study, two intensities of innocuous heat
(36°C and 43°C) were applied with a thermode as repetitive
5-sec contacts to the volar forearm throughout the scan.
Neither stimulus was rated as painful. All subjects discrimi-
nated the 43°C stimulus from the 36°C stimulus (P , 0.0001).
Significant increases in rCBF to the 43°C stimuli were found
in the contralateral ventral posterior thalamus, lenticular
nucleus, medial prefrontal cortex (Brodmann’s areas 10 and
32), and the cerebellar vermis. In the study of noxious and
innocuous heat, all subjects rated the 50°C stimuli as painful
and the 40°C stimuli as warm, but not painful. Significant rCBF
increases to 50°C stimuli were found contralaterally in the
lenticular nucleus, thalamus, anterior cingulate cortex, premo-
tor cortex, and the secondary somatosensory (S2) and insular
cortices. The ipsilateral premotor cortex and thalamus as well
as the medial dorsal midbrain and cerebellar vermis showed
significant rCBF increases. CBF increases just below the
threshold for statistical significance were seen in the contralat-
eral sensorimotor cortex (S1yM1).

In the ice-water immersion study, the left hand was immersed
to the wrist throughout each of six scans in water kept at an
average temperature of either 20.5°C 6 1.15°C or 6.02°C 6
1.18°C on alternate scans. All subjects rated the intensity of the
stimuli on a scale in which 0 5 ‘‘no pain’’ and 10 5 ‘‘barely
tolerable pain.’’ Subjects rated the 20°C water immersion as
painless (average rating 6 SD of 0.18 6 0.48), but gave ratings
indicating intense pain during immersion in 6°C water (7.89 6
1.45). All subjects expressed the perception of the pain as very
cold, steady, and deep. Highly significant increases in rCBF
were found contralaterally in the sensorimotor cortex (M1y
S1), premotor cortex, anterior cingulate cortex, and in the
region of the anterior insula and lenticular nucleus. Ipsilateral
increases in rCBF were seen in the lateral prefrontal cortex
(Brodmann’s areas 10 and 46), anterior cingulate cortex, the
region of the insular and opercular precentral cortices, and the
thalamus. The cerebellar vermis also showed a significant
increase in rCBF. CBF increases just below the threshold for
statistical significance were seen in the contralateral thalamus.

Comparisons of rCBF response magnitude were made
among the five stereotactically concordant brain regions that
showed significant responses in both the heat pain and cold
pain conditions: the cerebellar vermis, ipsilateral thalamus,
contralateral premotor cortex, contralateral anterior cingulate
cortex, and the region of the contralateral anterior insula and
lenticular nucleus. Each region showed a higher increase in
rCBF during the cold pain study (3.26% 6 0.061%) than
during the heat pain study (2.85% 6 0.124%; paired t4 5 3.60;
P , 0.022).

The results show that in conscious humans, two forms of
noxious stimulation that are different in temporal pattern,
afferent fiber activation, and perceived spatiotemporal and
qualitative characteristics produce similar, but not identical,
patterns of brain rCBF increases. These pain-related response
patterns are each quite different from the brain responses
observed during the discrimination between two intensities of

innocuous heat stimuli. The results suggest that the increased
rCBF responses observed during noxious stimulation reflect
physiological differences in neuronal activity that are related
to both nociceptive processing and the perception of pain. The
overlap in the spatial distribution of rCBF increases during
noxious cutaneous heat and noxious deep-cold stimulation
suggests that a reproducible pattern of rCBF responses may
occur that is common to the perceptions of pain produced by
different stimuli. Differences in the intensity and spatial
patterns of these pain-related rCBF increases may reflect
physiological differences in neuronal nociceptive processing
that are linked with these two forms of pain perception.

The Source of Nociceptive Input. In comparing the rCBF
changes induced by cutaneous-contact heat pain with that
induced by deep-cold pain, we found that the brain activation
patterns showed a considerable overlap; the contralateral
anterior cingulate, anterior insulaylenticular nucleus, premo-
tor cortex, and the ipsilateral thalamus and cerebellar vermis
were activated by both forms of noxious stimulation (52).
Because cold noxious stimulation activates cutaneous, subcu-
taneous, muscle, periosteal, and venous nociceptors (53), we
wished to compare two forms of noxious stimulation that more
selectively activate nociceptive afferents from different
sources.

For each of eight PET scans, 11 normal subjects rated the
intensity of cutaneous and intramuscular stimuli delivered to
the nondominant (left) forearm on a visual analog scale;
stimulus intensity was adjusted to approximate pain threshold
levels. Cutaneous pain was produced with a high-energy CO2
laser stimulator. Muscle pain was elicited with high-intensity
intramuscular electrical stimulation. The pain intensity ratings
and the differences between noxious and innocuous ratings
were similar for cutaneous and intramuscular stimuli (P .
0.05). After stereotactic registration, statistical pixel-by-pixel
summation (Z-score) and VOI analyses of subtraction images
were performed. Direct statistical comparisons between cu-
taneous and intramuscular stimulations showed no reliable
differences between these two forms of noxious stimulation,
indicating that a substantial overlap occurred in brain activa-
tion patterns. These activated cerebral structures may repre-
sent those recruited early in nociceptive processing, because
both forms of stimuli were near pain threshold.

Increases in rCBF of 3.5% or more were seen in the
contralateral S2, anterior insular, anterior cingulate, prefron-
tal, and inferior parietal cortices; and in the contralateral
thalamus, lenticular nucleus, ipsilateral premotor cortex, and
cerebellum. Cutaneous laser stimulation was relatively inef-
fective in evoking rCBF responses in the contralateral anterior
cingulate or in the lenticular nucleus. Intramuscular stimula-
tion was similarly ineffective in activating the contralateral
prefrontal and ipsilateral premotor cortex. However, each
form of stimulation evoked responses of sufficient magnitude
in each structure, but a direct statistical comparison failed to
differentiate significantly between them. The similar cerebral
activation patterns suggest that the perceived differences
between acute skin and muscle pain are mediated by differ-
ences in intensity and temporospatial patterns of neuronal
activity within similar sets of forebrain structures.

An Emerging Pattern. In summarizing the data obtained
from right-handed subjects in our facility, we found that
certain structures were activated by noxious stimuli across a
wide range of conditions. The pattern of activation is best
represented by inspection of the results of our study of gender
(Fig. 1). Among the most prominent activation sites are the
contralateral insular cortex, primarily the anterior portion, and
the cerebellar vermis. These structures responded to each form
of noxious stimulation in all groups of subjects. Bilateral
insular activation is seen, but it often does not reach statistical
significance in voxel-by-voxel analysis. The contralateral tha-
lamic responses to noxious stimuli are equally robust, but are

Colloquium Paper: Casey Proc. Natl. Acad. Sci. USA 96 (1999) 7671



more frequently bilateral. The contralateral anterior cingulate
cortex responded to all noxious stimuli except cutaneous laser
pulses; clear bilateral responses were observed only during
deep cold pain. Finally, the premotor cortex (Brodmann’s area
6) responded bilaterally in all studies, except the study per-
formed with a cutaneous laser, where the response was ipsi-
lateral only; and the study performed with intramuscular
stimulation, where the response was not significant. Other
structures, including the S1 and S2, lateral prefrontal (Brod-
mann’s areas 10 and 46), and inferior parietal (Brodmann’s
area 40) cortices were significantly activated in a minority of
our studies.

The insular cortex has been considered a component of
cerebral pain mechanisms based primarily on clinical infor-
mation (54–57). Because of its anatomical connections, this
region is likely to mediate affective, mnemonic, and autonomic
features of pain (58). The insula receives input from the ventral
medial posterior thalamus, a region that receives direct noci-
ceptive input from the superficial dorsal horn (59, 60). The
spinothalamic tract projects also to the medial and intralami-
nar thalamus, the origin of thalamocortical fibers to the
anterior cingulate gyrus; nociceptive neurons are found in both
structures (6, 61–63). Furthermore, clinical and experimental
evidence shows that the anterior cingulate cortex is critical for
normal pain-related behaviors (64–66). The activation of these
thalamocortical pathways to the insular and cingulate cortices
is therefore consistent with other information about nocicep-
tive processing. How the cerebellum and premotor cortices fit
into this picture is currently unclear. Based on evidence from
other PET studies, it is possible that cortical and subcortical
motor mechanisms become activated in anticipation of move-
ments intended to escape the noxious stimulation (67).

The contralateral S1 cortex responds significantly in a
minority of our studies. Often there is a peak of activation
within S1, but it fails to reach statistical significance in most of
our studies. The activation of S1 across other PET studies of
pain also seems quite variable. This observation raises again
the question of the role of S1 in the cerebral processing of pain.
Neurophysiological studies leave little doubt that nociceptive
information reaches the S1 cortex (3, 68, 69). Clinical obser-
vations and PET studies show that S1 is critical for somesthetic
discriminative performance, but that surgical extirpation of S1
does little to relieve pain (70, 71). The conditions that require
S1 activity for nociceptive processing have yet to be deter-
mined and present an interesting challenge for the future.

Each of the five structures identified above (six, counting
each hemithalmus separately) is known to participate in ce-
rebral functions other than nociceptive processing and pain. It
is premature to consider that this particular pattern of acti-
vation is unique for pain. Nonetheless, in nearly all other PET
studies of experimentally applied pain, the structures named
here have been activated by using a wide variety of stimuli and
different data processing methods. There are other important
variables to investigate. The issue of cerebral asymmetry in
pain processing has yet to be addressed systematically; it is
probably an important factor in pathological pain states in
humans (72). It is likely that further experience with whole-
brain imaging methods will allow us to identify a pain-specific
pattern of cerebral activation.

Meanwhile we have the opportunity to test specific hypoth-
eses about the participation of each of these regions in
nociceptive processing and pain. Introducing conditions that
perturb the cerebral activation pattern can test hypotheses
about the mechanisms of pain and analgesia. For example,
Rainville et al. (73), by using hypnotic suggestion, were able to
uncouple perceived intensity from perceived unpleasantness to
demonstrate a strong correlation between the ratings of un-
pleasantness and the degree of rCBF increase within a portion
of the anterior cingulate gyrus. And Derbyshire et al. (43) have
shown that several cerebral regions, including those named

above, show a significant correlation of rCBF response mag-
nitude with perceived stimulus intensity. Information relevant
to perceived stimulus intensity thus appears to be distributed
widely, not simply to structures such as the S1 cortex that are
known to mediate discriminative function. The ability of PET
to provide information about nociceptive processing in the
awake human brain offers an opportunity to study the effects
of neuropathic pain, central nervous system damage, and the
unique effects of analgesics. For example, although opioid
analgesia specifically attenuates pain-activated, but not vibra-
tion-activated, cerebral responses, it strongly activates the
anterior cingulate cortex (K.L.C., P. Svenssen, T. J. Morrow,
J. Raz, C. S. Jone, and S. Minoshima, unpublished data). Such
a result suggests the involvement of both spinal and supraspinal
sites of analgesic action, including the participation of descend-
ing inhibitory modulation.

Future progress in the analysis of the physiology of this
pain-related network will require the development of an
animal model for invasive studies that cannot be performed in
humans. We have recently developed a model for studies of
nocifensive behaviors in the rat.

An Animal Model for Future rCBF Studies. We used rCBF
in an animal model to identify the patterns of forebrain
nociceptive processing that occur during early and late phases
of the well-established formalin test of inflammatory pain in
the rat (74). During the early phase, immediately after the
injection of formalin into the dorsal hindpaw, pain behaviors
are frequently elicited that are most intense. This phase
continues for approximately 5 min, after which nociception is
considerably reduced. The late phase is marked by the return
of moderate to high levels of pain-related behaviors, beginning
10 to 15 minutes after formalin injection and continuing for #1
h. The early phase is thought to be caused by the direct
activation of peripheral nociceptors by formalin, whereas the
late phase is believed to be related to the development of
inflammation and sensitization of central nociceptive neurons
(75–78).

We measured normalized rCBF increases by an autoradio-
graphic method that uses the radiotracer [99m]Tc-exametazime.
Rats were restraint-adapted to a soft towel for 2 to 3 weeks. To
examine changes in rCBF during the early acute pain phase of
the formalin test, we injected the left hindfoot of the restrained
rat with 0.05 ml of a 2.5% solution of formalin. After 2 min,
we injected each animal with an intravenous bolus of radio-
tracer. The same procedure was followed in the late phase of
the test, but we injected the radiotracer 20 minutes later. After
the first injection, these adapted rats showed little or no
movement while in the restraint. Two to five minutes after the
radiotracer injection, the rat was overdosed with anesthetic
(chloral hydrate, 300 mgykg i.v.) and decapitated; slides of the
frozen brain were prepared for routine histological staining
and quantitative autoradiography. Eighteen regions of interest
(ROIs) were selected, representing various structures within
the limbic and somatosensory systems. Densitometric analysis
of autoradiograms was performed with microcomputer-
assisted video imaging. Anatomic location of selected ROIs
was accomplished by overlaying matching transparencies from
a standard stereotactic atlas. We converted the film densities
to apparent tissue radioactivity concentrations (nCiymg) by
comparing them with the film optical densities of 14C-labeled
standards, allowing ROI comparisons across different films
and animals. An index of activation was then calculated from
individual ROI activities as a percentage of the average total
activity of the entire brain. Significant differences in activation
for each ROI were detected between experimental groups by
using ANOVA with post-hoc t tests (P # 0.05).

During the early phase of the formalin test, a highly signif-
icant (31%) increase in rCBF occurred in the contralateral
hindlimb cortex. At the same time the retrosplenial portion of
the cingulate cortex and the midbrain periaqueductal gray
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were activated bilaterally (31% and 7.8%, respectively). Dur-
ing the late phase, these structures remained active but the
hindlimb activation became bilateral. In addition, the intensity
of periaqueductal gray activation increased to 20% and was
joined by significant rCBF increases in the interpeduncular and
paraventricular nuclei (66% and 30%, respectively), in the
habenular complex (58%), anterior dorsal nucleus of the
thalamus (30%), and the parietal cortex (30%) adjacent to the
hindlimb cortex. The somatotopic organization of the somato-
sensory thalamus and the small number of neurons excited by
hindlimb stimulation probably resulted in an underestimation
of specific thalamic nuclei activity. Nonetheless, we detected
blood flow increases in the ventral posterolateral thalamus
(8.7%) and in the medial thalamus (9.0%) that did not reach
statistical significance but did tend to be greater in the late
phase compared with the early phase of the formalin test.

These results show that specific structures known to be
important in nociceptive processing and modulation are se-
lectively activated in the awake rat during the formalin test.
Activation of a structure may be related to nociception,
antinociception, or both. The contralateral hindlimb cortex
and midbrain periaqueductal gray received nociceptive input
and were active during the early phase. In the late phase,
bilateral activity was seen throughout the forebrain, with the
recruitment of limbic system components, each of which has
been shown to participate in mediating or modulating nocif-
ensive behaviors. In addition to the well-known analgesic
effect of periaqueductal gray stimulation, interpeduncular
nucleus stimulation modulates antinociceptive circuitry in the
medullary raphe nuclei (79), and stimulation of the paraven-
tricular nucleus produces analgesia (80). Analgesia also follows
the microinjection of morphine and electrical stimulation
within the habenular complex (81, 82). Activation of the
cingulate cortex is consistent with the activation of one of its
major inputs, the anterior dorsal thalamic nuclei, and is in
accord with the limbic cortical activation seen in human PET
studies. Overall, the bilateral activation of somatosensory and
limbic structures agrees with 2-deoxyglucose studies of glucose
uptake in rats with chronic constriction injures of the sciatic
nerve (83). Here we show that rCBF analysis is useful in
studying central responses to acute and chronic stimuli.

The Future of Pain Imaging. This developing technology
may undergo significant improvements in both spatial and
temporal resolution. Currently, PET provides a quantitative,
statistically reliable method for assessing the activity of large
brain and brainstem regions. Hypotheses can then focus on the
conditions necessary and sufficient to activate one or more
regions in a group of subjects. Although it is now possible to
obtain reliable and quantitative information from single sub-
jects with PET, fMRI has the ability to focus with great
precision on rCBF responses in specific regions. Working
together in a complementary manner, the two procedures
should help develop a more precise understanding of the
functional organization of pain and nociceptive processing .
This progress will be facilitated by the parallel use of animal
models, allowing questions about dynamics and functional
connectivity to be addressed by selective stimulation, lesion,
and drug microinjection studies.

The clinical impact of this effort will be apparent as we
develop an understanding of how the central nervous system
adapts to chronic nociceptive input and injury. The changes in
nociceptive processing demonstrated at the spinal cord level in
experimental animals are likely to affect nociceptive process-
ing and hence pain at higher levels. Such studies may have an
important impact on descending modulatory influences, espe-
cially in forebrain-dominated animals such as humans. Evi-
dence has accumulated showing that peripheral injury can
profoundly affect thalamic and cortical sensory processes over
long periods of time (84–86). In some cases, these plastic
changes can be correlated with pain (87). A significant minor-

ity of patients with injury or disease of the central nervous
system also suffer chronic, often unremitting pain as a conse-
quence of the central lesion(s) (88). The pathophysiology of
this condition is unknown, but the methods discussed here hold
the promise for better solutions to the treatment and preven-
tion of these chronic pain conditions.
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