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The domain of syntax is seen as the core of the language faculty and as the most critical difference
between animal vocalizations and language. We review evidence from spontaneously produced voca-
lizations as well as from perceptual experiments using artificial grammars to analyse animal syntactic
abilities, i.e. abilities to produce and perceive patterns following abstract rules. Animal vocalizations
consist of vocal units (elements) that are combined in a species-specific way to create higher order
strings that in turn can be produced in different patterns. While these patterns differ between
species, they have in common that they are no more complex than a probabilistic finite-state gram-
mar. Experiments on the perception of artificial grammars confirm that animals can generalize and
categorize vocal strings based on phonetic features. They also demonstrate that animals can learn
about the co-occurrence of elements or learn simple ‘rules’ like attending to reduplications of
units. However, these experiments do not provide strong evidence for an ability to detect abstract
rules or rules beyond finite-state grammars. Nevertheless, considering the rather limited number
of experiments and the difficulty to design experiments that unequivocally demonstrate more
complex rule learning, the question of what animals are able to do remains open.
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1. INTRODUCTION

Human language is far more complexly structured than
any other animal communication system. Using a lim-
ited set of vocal items—speech sounds—we are able
to create numerous words, which can be combined
into an infinite number of meaningful sentences using
grammar. Although this level of complexity is beyond
any animal vocal communication system known to
date, many animal vocalizations show some form of
structural organization, which is best characterized as
a ‘phonological syntax’ [1]. Study of the abilities of ani-
mals to produce or perceive acoustic structures of a
certain level of complexity is of particular relevance as
it is especially the domain of syntax that is seen both
as a core property of the language faculty and as the
most critical difference between language and animal
vocalizations [2]. Studying these abilities therefore not
only reveals what animals are able to do, but can also
provide insight on what might have been the precursors
of language and on how linguistic complexity may
have arisen. In this paper, we first concentrate on the
structure of animal vocalizations. We discuss what
animals use as ‘vocal units’ and how species-specific
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vocalizations are structured, with emphasis on what is
known about the regularities and rules underlying the
production of song in songbirds. In the second part of
the paper, we review experiments on the perceptual
abilities of animals: are they able to detect, learn and
generalize various ‘artificial grammar’ structures?

2. THE STRUCTURE OF ANIMAL VOCALIZATIONS
(a) Vocal variations and meaning
The complexity of animal vocalizations varies from
simple monosyllabic calls to complexly structured
songs of birds (e.g. nightingales [3]) or whales (e.g.
humpback whales [4]). Many animals have different
vocalizations in their repertoires, which convey differ-
ent messages: alarm calls for various predators (e.g.
vervet monkeys [5]), calls related to food quality (e.g.
ravens [6]) and vocalizations such as songs, related to
mate choice or territorial defence. Variations within
vocalizations can be due to motivational fluctuations
[7] and can affect their meaning. For instance, altering
the relative duration of the ‘trill’ and ‘flourish’ part of a
chaffinch song affects the responses of male and female
receivers [8]. This difference in ‘meaning’ is, however,
of a different order compared with linguistic variation.
In spite of the large differences between language
and animal vocalizations in use and meaning, they
can nevertheless be compared when focusing on their
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Figure 1. Sonogram of a chaffinch song, showing the different levels of segmentation. The smallest units (dotted lines) are
single elements, separated by a brief gap. Two of these form one unit (the syllable, dashed line) that is repeated several
times. A series of identical syllables form a phrase. In this song (enclosed by the unbroken line), there are three phrases con-

sisting of brief, several times repeated syllables. This song ends,

like many chaffinch songs, with a few elements that show a

different spectrographic structure and are often not repeated. The first three phrases together form what is known as the

‘trill part’ of the chaffinch song (indicated by the left arrow),
(right arrow). (Sonogram courtesy of Katharina Riebel.)

structure: are they constructed from smaller units, and if
so, what do these look like, how are they processed and
what are the ‘syntactic rules’ that underlie their pro-
duction? Here, we discuss what is known about the
natural units of animal vocalizations, and how their
phonological syntax can be analysed and extracted.

(b) Unit of production

When we produce speech, this is made up of smaller
units, phonemes. Each culture has a specific set of
phonemes that include vowels and consonants. Each
human language use less than 200 phonemes and the
number tends to decrease, typically to less than 50
[9], for modern languages. Behavioural and linguistic
studies indicate that our unit of speech production
is a syllable, a combination of a vowel and optional
consonants [10].

Do animals have a similar unit of vocal production?
Many species can produce strings of several, differently
structured, vocal units (‘elements’ or ‘syllables’), such as
in the songs of many birds or whales [4,8]. The first
major problem one encounters when describing the
structure of such songs is to define the elementary build-
ing blocks. The basis for classifying units is usually how
they appear on sonograms. An uninterrupted trace on a
sonogram is typically taken as the smallest vocal unit
(figure 1). However, separate traces on a sonogram
need not coincide with units of production, as sub-
sequent traces might always be produced together as a
single unit. Therefore, additional information is
needed to detect the elementary units. Indicators may
be incidental, natural breaks in vocalizations, a variable
number of repetitions of a unit, or varying pause dur-
ations between units [11]. Cynx [12] used an
experimental approach to detect the units underlying
the production of bird songs. He presented a singing
zebra finch with a strobe light and determined when
the bird stopped singing. Induced song termination
mostly occurred after a song ‘syllable’, in this case
defined as a continuous trace on the sonogram, and
only rarely in the middle of a syllable. In another study,
Franz & Goller [13] examined the pattern of expiration
and inspiration during singing. This showed that visually
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which is followed by what is known as the ‘flourish’ part

identified units usually corresponded to separate expira-
tory (and sometimes inspiratory) pressure pulses. Such
methods help to get a better picture of the units of
production, although they do not always lead to corre-
sponding results [11]. Many more animal species also
have vocalizations consisting of smaller units. Although
these have not been as extensively studied as those of
songbirds, similar experiments to those of Cynx have
assessed that the separate traces on sonograms of the
coos of collared doves [14], and the calls of tamarins
[15] constitute separate units for production.

(c) Unit of learning

Another window on the natural units of vocalizations is
provided by comparing the vocalizations of tutors and
pupils in vocal learning species. Zebra finches are song-
birds, and, like other songbird species, learn their
songs at an early age from a ‘tutor’, normally a conspeci-
fic male. Songbirds are not the only animals showing
vocal learning. It is also present in parrots, humming-
birds, dolphins and whales, pinnipeds and bats [16].
However, most of our knowledge is based on studies of
songbirds, and both the song learning process as well
as the vocal complexity of their songs make songbirds
currently the best model for comparative studies of
language [17]. Song learning in songbirds occurs in
two stages: one is sensory learning and the other is sen-
sory motor learning. During sensory learning, auditory
patterns of conspecific songs are memorized in the
early juvenile period. During motor learning, vocal utter-
ances are gradually shaped into songs by reference to the
memorized auditory template [18].

What does the copying process indicate about the
natural unit of songs? By examining songs of zebra
finches exposed to two tutors in succession, ten Cate &
Slater [19] showed that the finches chunked and
segmented several syllables from tutor songs and recom-
bined these in various orders. This was also found in
another zebra finch study examining learning from sev-
eral tutors [20]. It confirms that song fragments and
not the song as a whole is the relevant entity. Although
there is a clear tendency to copy chunks consisting of sev-
eral units, when the songs of several pupils from the same
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tutor are compared, one sees not only similarities in
where they cut off the chunks, but also differences,
with some birds leaving out or adding elements, in
many cases coinciding with separate traces on a sono-
gram. These observations demonstrate that also in
song learning smaller segments are the unit, but that
these might be grouped into larger ones.

(d) Animal phonetic categories?

Having identified the smallest units in animal vocaliza-
tions, can these be allocated to categories, comparable
to different human speech sounds? For non-learning
species, this is usually not complicated. The between-
individual variation is usually highly similar to the
within-individual variation and the set of units is limited
[14]. For vocal learners, this is more complex. Different
individuals of a species may use elements that look
different. Nevertheless, initially by inspection by eye
[21,22], but nowadays by more advanced and objective
clustering methods [23], it is possible to identify
element categories. However, species, and also popu-
lations within species, can differ in the number and
demarcation of these categories [23]. Such categories
may represent the animal analogue of phonemes [24].

(e) Extraction of phonological syntax from
vocalizations

As many animal vocalizations, learned or not, are built
up from smaller units, this implies that there must be
‘programmes’ to arrange and produce the units in
specific sequences. Animal species usually have recog-
nizable species or population-specific patterns in
element sequencing. For instance, the songs of indi-
vidual chaffinches may differ in the type of elements
they use, but they almost always are characterized by
two to five series of repeated elements (trills) of
decreasing frequency, followed by some differently
structured, usually non-repeated, longer elements,
the flourish (figure 1).

Several methods have been employed to extract the
species-specific ‘syntactic’ structures from animal
vocalizations, in particular from songbirds [11], but
also for non-songbirds, such as hummingbirds [25]
and whales [26]. Earlier attempts primarily used the
transition diagram based on element-to-element tran-
sitional probabilities (known as a first-order Markov
model or bigram) [27]. The weaknesses of such prob-
abilistic representations involve their sensitivity to
subtle fluctuations in datasets and their inability to
address relationships more complex than adjacency.
The n-gram model (also called an (n—1)th-order
Markov model) attempts to overcome the second
weakness by addressing probabilistic relationships
longer than immediate adjacency and predicting the
n-th elements based on the preceding n—1 elements
[28]. A variant of this model involves changing the
length of 7 according to the data so that #n is always
optimal. The hidden Markov model (HMM) is
among the most applicable models in terms of its
explanatory power [11]. This model assumes that
actual elements of a song represent output from
hidden states [29,30]. The number of these hidden
states, the transitional relationships between the
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states and the probability with which each song
element emerges from each of the states has to be
estimated, which requires prior knowledge or assump-
tions about the nature of the states, as well as
inferences about the transitional relationships between
them [31]. For descriptive purpose, the n-th order
Markov models and its variants are most appropriate
[32]. On the other hand, the HMM can provide a
powerful tool to infer neural mechanisms for song
sequence generation [30,33]. However, all these
models are finite-state grammars and the conclusion
of studies of vocal structure in birds, including those
of species with extensive and elaborate singing styles
such as starlings [32,34] and nightingales [3], is that
neither their vocal complexity nor that of any other
animal species studied to date extends beyond that of
a probabilistic finite-state grammar [35] (also see
Hurford [36] for further discussion).

The presence of species specificity in structure of
many species’ songs does not imply that the syntax
develops free of experience. While this can be so, as
in many non-songbirds (e.g. collared doves [37]), sev-
eral examples in songbirds show that species-universal
patterns of vocal structure can also be due to learning.
For instance, nightingales have a repertoire of up to
200 distinctive songs. Normally nightingales hardly
ever repeat a song immediately—a ‘universal’ syntax
pattern. This pattern is known as ‘immediate variety’,
in contrast to the ‘eventual variety’ shown by a bird like
the chaffinch [38], which usually repeats a particular
song a number of times before switching to a new
type. However, when Hultsch [39] exposed young
nightingales to strings of songs showing an eventual
variety pattern, these birds later on showed consider-
able song repetition, demonstrating a learning effect
on this pattern. Another example concerns the sequen-
cing of different units within a song in white-crowned
sparrows. Songs of this species usually start with a
whistle, followed by a buzz and a trill. In tutoring
experiments, Soha & Marler [40] showed that when
young white-crowned sparrows are exposed to separate
elements, they have the tendency to tie these together,
starting with a whistle element. While this suggests
a predetermined universal song structure, a later exper-
iment by Rose ez al. [41] indicated a role for experience.
When units of two elements were presented in the
reverse order from the usual sequence, the birds
combined them and produced a reversed element
sequence, instead of the normal species-specific one.
Song syntax in birds thus can show some flexibility
and be affected by what they heard as juveniles.

(f) Bengalese finch songs: an

integrative example

Song syntax is extensively studied in Bengalese finches
[42]. Bengalese finches sing complex songs with vari-
able song note transitions. Several notes together can
form chunks and multiple chunks are sung in variable,
but more or less determined orders. The formal com-
plexity of Bengalese finch songs is at most finite-state
syntax [35]. With this simple rule-based song struc-
ture, it is possible to study behavioural determinants
for song chunking and segmentation.
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First, the unit of song production was determined
using the same procedure as applied by Cynx [12].
When a strobe light was flashed to the singing Benga-
lese finch, song termination occurred more often at the
point where the transitional probability between notes
was low but not where it was high [43]. Thus, song ter-
mination seldom occurred within a song chunk, but
typically occurred at the edge of the chunk. Next,
the developmental process for the song note chunking
was examined in a semi-natural rearing experiment.
Adult male and female Bengalese finches were kept
in a large aviary, where they raised a total of 40 male
chicks [44]. When the chicks reached adulthood,
which part of the song came from which tutor
was examined. Note-to-note transition probabilities
were analysed using second-order transition analysis.
Approximately 80 per cent of the Bengalese finches
learned from between two and four tutors. The results
imply the operation of three underlying processes.
First, juvenile finches segmented the continuous singing
of an adult bird into smaller units. Second, these units
were produced as chunks when the juveniles practised
singing. Third, juvenile birds recombined the chunks
to create an original song. As a result, the chunks
copied by juveniles had higher transition probabilities
and shorter intervals of silence than those characterizing
the boundaries of the original chunks. These processes
suggest that Bengalese finches segmented songs by
using both statistical and prosodic cues, such as pause
duration, during learning.

Finally, an analysis of Bengalese finch song strings
was done by using a set of procedures for automatically
producing a deterministic finite-state automaton [28].
Based on an n-gram representation, song elements
were chunked to yield a hierarchically higher order
unit. The transitions among these units were mapped
and processed for k-reversibility, where k-reversibility
referred to the property of the resulting automaton
that was able to determine the state that existed k&
steps back from the present state [45]. This set of pro-
cedures provided a robust estimation of automaton
topography and has been useful in evaluating the
effects of developmental or experimental manipula-
tions of birdsong syntax. The analysis indicated no
need to assume a higher level of formal syntax than a
finite-state one to describe the phonological syntax in
Bengalese finch songs [35]. Combining song analysis
with neurobiological studies of the same system
[46,47] provided also an understanding of the neural
mechanisms of Bengalese finch vocal complexity.

3. THE STRUCTURE OF ANIMAL
VOCALIZATIONS: DISCUSSION

Although animal species may differ tremendously in the
structure and complexity of their vocalizations, they all
seem to have a few features in common. In all species
studied to date, the production of vocalizations occurs
in smaller units—‘elements’ or ‘syllables’ that often can
be identified as separate traces on a sonogram. These
seem to be the minimal units of production, which are
combined to generate more complex species-specific
vocalizations. This species specificity does, however,
not imply that the rules underlying production emerge
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without experience. Detailed studies of songbirds, such
as the Bengalese finch, are beginning to reveal the
neural basis of the underlying grammar. However, in
spite of the enormous variation among animal vocaliza-
tions, there are currently no examples of structures
more complex than a finite-state grammar [35].

4. ANIMAL PERCEPTION OF SYNTAX

While there is no evidence of animals being able to pro-
duce vocal structures of greater complexity than a
probabilistic finite-state grammar [35], this need not
imply that they cannot detect greater complexity in
vocal input. So, can animals detect particular grammati-
cal patterns and learn the abstract rules involved? Over
the last 10 years, addressing this question has been
inspired by studies on human subjects using ‘artificial
grammar learning’ (AGL) paradigms [48]. In AGL
studies, human subjects are exposed to artificially cre-
ated meaningless strings of sounds, e.g. nonsense
words consisting of consonant—vowel syllable combi-
nations, structured according to a particular algorithm.
After exposure to a variety of strings, the subjects are
tested with novel strings not heard before, which either
fit the training algorithm or not. The responses to the
test strings reveal what the subjects learned about the
underlying algorithm. This method is not only used
with human adults, but is also widely applied to examine
the grammar detection abilities of prelinguistic human
infants. It is also excellently suited for comparative
studies addressing these abilities in animals.

The mechanisms involved in AGL in humans need
not map one-to-one with the mechanisms underlying
natural language learning or be specific to the language
domain [48]. Nevertheless, experiments using this
paradigm indicate the presence or absence of cognitive
abilities to abstract rules from specific input. This fea-
ture is a characteristic for language and examining
which level of abstraction animals are able to achieve
gives a clue about similarities and differences between
humans and animals. Below, we summarize findings
obtained in animal studies using various AGL tasks.
While these studies shed light on the rule detection
abilities of animals, they also make clear that there
are a lot of open questions and that the search for
the syntactic abilities of animals has only just begun.

(a) Statistical learning

In a seminal paper, Saffran ez al. [49] exposed eight-
month-old infants to three-syllable ‘words’, e.g.
‘bidaku’. Three such words were presented as a con-
tinuous stream, generated with a speech synthesizer,
e.g. bidakupadotigolabidaku. .. The only cues to word
boundaries were the transitional probabilities between
syllable pairs, which were high within words (1.0, e.g.
bida) and low between words (0.33 in all cases, e.g.
kupa). The infants were first presented with the
speech stream for 2 min. Subsequently, in the test
phase, they were presented with lists of either the stat-
istical words or ‘non-words’ consisting of three
syllables in a non-familiar order. In another exper-
iment, statistical words were contrasted with part-
words consisting of syllables that were paired with
low probability during the familiarization. Infants
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looked longer to both non-words and part-words than
to the statistical words, hence detected a difference.
Various studies confirmed and extended these find-
ings, for both infants and human adults. They also
showed that non-speech input, such as musical tones
[50] can similarly be segmented based on transitional
probabilities. Furthermore, adults can detect some
structures based on non-adjacent dependencies, i.e.
when the first and third speech segments (consisting
of consonants or vowels) are a fixed combination,
with the second one less predictable [51].

The above experiments inspired several studies
aimed at testing whether the observed ability is specific
to humans or can be observed in non-human animals
as well. Hauser ez al. [52] exposed cotton-top tamarins
to the same strings as used by Saffran er al [49].
After exposure to the speech stream, the response to
the test sequences was measured by examining the
orientation towards a speaker playing the test sounds.
The tamarins showed more responding towards novel
than towards familiar sequences, indicating that they
detected the difference.

Toro & Trobalon [53] showed that rats could also
segment the speech stream. This experiment used a
different type of habituation design: rats were first
trained to press a lever for food in the presence of the
speech stream. After reaching a stable performance, it
was examined how exposure to non-words, words and
part-words affected the lever-pressing response. The
study showed that rats’ lever-pressing was affected
by the stimulus type, but rather than being sensitive to
transitional probabilities, the rats responded to the
frequency of co-occurrence of syllables.

The Newport & Aslin [51] study on the infant abil-
ities to detect non-adjacent dependencies by statistical
learning has also been replicated using animals. New-
port et al. [54] showed that tamarins were able to
detect non-adjacent dependencies, although there
were some stimulus-dependent differences between
humans and tamarins. Toro & Trobalon [53] tested
whether rats could detect such dependencies, but
obtained no evidence for this.

(b) Learning a specific grammar

Several studies [48,55-57] exposed young infants to
artificially constructed grammars in which a limited
set of items (‘words’; e.g. PEL, VOT, TAM, BIFF,
CAV) was arranged in strings (‘sentences’) according
to specific finite-state grammars. These grammars
could generate strings of varying lengths and with vary-
ing transitional probabilities between the items. After
exposure to a limited number of strings generated by a
specific grammar, infants were able to discriminate
novel sequences generated with a ‘predictive’ grammar,
in which positions of a particular item had a predictive
value for the next one, from sequences generated with
either a non-predictive grammar or with another predic-
tive grammar, or random sequences [56]. They also
could detect the grammar, structure when each position
could be occupied by more than one item [57]. These
experiments suggest that infants developed an abstract
notion of the grammar beyond specific word order.
However, a caveat in experiments in which the same
items are used for training and test strings is that infants
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may have been using the transitional probabilities to dis-
criminate various patterns from each other, rather than
acquired knowledge of the underlying grammar struc-
ture [58]. A stronger test was provided by Gomez &
Gerken [55] who showed that infants can distinguish
new strings produced by their training grammar from
strings produced by another grammar despite a
change in vocabulary between training and test.

Saffran et al. [57] presented the same stimulus sets
they used for infants also to tamarins. These could dis-
tinguish novel strings with the predictive grammar
from non-grammatical strings, but not when more
than one item occupied a specific position in the
sequence. Recently, Abe & Watanabe [59] replicated
the experiment by Saffran er al. [57] in Bengalese
finches, replacing the speech syllables by song
elements. The finches were exposed to one set of
strings and a change in calling rate when hearing the
novel strings was used to assess whether the birds dif-
ferentiated between the strings. Similar to infants and
tamarins, the Bengalese finches exposed to the predic-
tive strings distinguished novel strings from this
grammar from those generated with the non-predictive
grammar, whereas Bengalese finches exposed to
non-predictive grammar did not make the distinction.

Herbranson & Shimp used a different approach to
examine grammar learning in pigeons [60,61]. The
pigeons were trained in an operant design, in which
they were presented with strings of coloured letters
(T, X,V,P,S) on a monitor, and taught to peck one key
for one type of sequence and another for the other
type. Strings organized according to finite-state gram-
mars comparable to those used by Gomez & Gerken
[55] and Saffran er al. [57] were tested against strings
with the same items either in a non-grammatical order
or, in another experiment, according to a different
grammar. After a substantial training period, the
pigeons were able to make the distinction between the
two sets in each experiment, albeit using a modest learn-
ing criterion (60% correct). When tested with novel
strings of the training grammars, some birds transferred
the discrimination to these. However, although it is clear
that the pigeons learned some regularities present in the
grammar, a detailed analysis of similarities between
training and test strings revealed that they respon-
ded to specific substrings shared between training and
testing stimuli. Hence, they classified test items, at
least partially, according to which extent they shared
transitional probabilities between the items with the
training stimuli. Therefore, it is not clear whether and
what the pigeons really learned about the underlying
grammar [60].

The stimuli used in the pigeon experiment were
visual ones and the birds could observe the full
sequence rather than, as in experiments using vocal
items, being exposed to the items one by one. This
might reduce comparability with the experiments on
tamarins and Bengalese finches, which used vocal
strings. Nevertheless, the pigeon study points at a pro-
blem also recognized for vocal strings [57], namely
that the often limited number of strings presented in
training and tests makes it difficult to rule out the
possibility that lower level statistical regularities pre-
sent in these strings, such as transitional probabilities
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between units, give rise to the observed results. Even
though some potential cues might be ruled out, it is
difficult to control for all possible regularities, with
the risk of obtaining accidental ‘false positives’.

(¢) Learning ‘algebraic’ rules

Marcus ez al. [58] used a different approach to exam-
ine rule learning in infants. In a classic study, seven-
month-old infants were exposed to three-syllable
sequences following either an ABA (e.g. gatiga, linali,
talata, etc.) or an ABB (e.g. gatiti, linana, talala)
pattern. When subsequently presented with strings
using novel syllables, either consistent or inconsistent
with the familiar structure, they were able to dis-
tinguish these, apparently detecting the underlying
string structure. To test whether it was reduplication
of syllables (‘titi’, ‘nana’, etc.) that was used to dis-
criminate the sentences, another group of infants was
trained and tested with AAB versus ABB strings,
again showing the ability to distinguish the sequences.
Another test controlled for phonetic cues that might be
used to distinguish between the strings. From the
experiment, Marcus et al. [58] propose that infants
‘extract algebra-like rules that represent relationships
between placeholders such as ‘the first item X is the
same as the third item Y’’. A subsequent experiment
showed that even five-month-old infants can make
the distinction, provided they are trained and tested
with congruent combinations of vocal and visual
stimuli [62].

This experiment too was repeated with tamarins.
However, the study that claimed to have demonstrated
that tamarins could distinguish an AAB from an ABB
pattern [63] has recently been retracted after an internal
examination at Harvard University ‘found that the data
do not support the reported findings’ [64]. Clearly this
experiment needs independent replication. Another
study [65] showed that rhesus monkeys can distinguish
AAB from ABB sequences. In this study, ‘A’s and ‘B’s
were different call types. Individuals were habituated
with up to 10 unique strings (i.e. consisting of different
calls, but all arranged according to the same rule) and
next tested with four novel strings: two in one pattern
and two in the other. The rhesus monkeys showed a
stronger dishabituation to test strings following the
non-familiar pattern.

A different procedure to examine rule learning was
used for rats [66]. In a classical conditioning design,
rats were exposed to isolated stimuli of either an
XYX (ABA and BAB), an XXY (AAB and BBA) or
a YXX (ABB and BAA) structure and received a
food pellet after presentation of one stimulus type
(e.g. XYX), but not after the other two (e.g. XXY
and YXX). The response time of the rats to the dif-
ferent stimuli was used as an indicator for detecting
a difference. The stimuli in this case were light/
dark sequences with each element lasting 10s. The
rats managed to discriminate the sets, indicating a
sensitivity to the stimulus sequences. In a second
experiment, rats received food after an XYX stimulus
but not after an XXY or YXX stimulus, with the
stimuli consisting of pure tones. Next, they were
tested with novel tone strings, transposed to a different
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frequency. The rats differentiated in their response
time according to the pattern. The experiment thus
showed generalization to novel stimuli, but it also
raises several questions. Apart from the duration and
nature of the stimuli being quite unlike a vocal
string, and the question of whether the novel test
sequence is sufficiently different to demonstrate a
clear transfer [67], another issue concerns the question
of what exactly the rats have learned. They might dis-
criminate the XYX from XXY and YXX strings by
using some algebraic rule in the sense as suggested
by Marcus et al. [58], e.g. that first and last items of
the stimulus should be identical (for the positive
stimuli) or different (for the negative ones). But they
might also attend to the presence or absence of
element reduplications, or whether subsequent
elements are always distinct, or may have learned the
individual items by rote memorization. Although
some of these alternative explanations are more plaus-
ible than others [66,67], lower level explanations
should be excluded by further experiments before we
can conclude that the rats learned an algebraic rule.
For instance, if the rats attend to similarity of the
first and last items of the sequence, they should treat
a stimulus like XYXY as a negative one and XYYX
as positive.

A recent experiment using zebra finches aimed at
testing such alternatives [68]. The finches were trained
to peck a key which triggered either an XYX stimulus
(ABA or BAB—stimuli composed of zebra finch song
elements, each bird had a different element type as A
and B), an XXY or a YXX (AAB, ABB, BAA and
BBA) stimulus. When hearing an XYX stimulus, they
could obtain food by pecking a second key. If they
pecked upon hearing XXY or YXX, the light in the
cage was switched off for some seconds. The zebra
finches mastered this go—nogo task, thus demonstrating
sensitivity to the training sequences. In subsequent
tests, one out of eight birds generalized the distinction
to XYX sequences in which the B-element was replaced
by a novel type C (i.e. the novel stimuli were CAC and
ACA); the others, however, did not. Nevertheless, for
all birds, the question remained how they distinguished
the sequences. Using various (non-reinforced) test
strings, the data suggest that the zebra finches attended
to the presence of repeated elements and used this,
rather than a rule of the kind suggested by Marcus
et al. [58]. This finding is of interest as more recently
Endress ez al. [69,70] showed that humans also seem
to be particularly sensitive to the presence of rep-
etition-based structures, especially when they appear
at the ‘edges’ (beginning or end) of strings. This may
indicate that, in addition to statistical regularities and
predispositions, language acquisition is guided by the
so-called ‘perceptual or memory primitives’ [69,70],
which might also be present or have precursors
in animals.

(d) Learning centre-embedded

hierarchical structures

Studies addressing whether adult humans, infants or
animals are able to distinguish hierarchical structures
from non-recursive serial structures have attracted
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considerable attention. Embedded structures are of
higher complexity than the finite-state grammars used
in the experiments discussed so far. One possible test
for the ability to cope with full hierarchical structures,
using formal language theory, was introduced by
Fitch & Hauser [71]. In this study, adult humans
and tamarins were both habituated to speech syllables
arranged either in ABAB or ABABAB strings
((AB)", a finite-state arrangement) or as AABB or
AAABBB strings (A"B", which requires a more powerful
system beyond finite-state capabilities, termed ‘phrase
structure’ grammars). Humans clearly distinguished
both string types, irrespective of the string they were
habituated with. However, only those tamarins habitu-
ated with the finite-state strings detected the difference
from the other string type. When habituated with the
phrase structure grammar, they failed to do so.
Although the experiment was presented as a test for
abilities beyond the finite-state level, it gave rise to a lot
of discussion about whether it was a proper test for
recursion [72]. The study also inspired similar exper-
iments on songbirds, respectively starlings [73] and
zebra finches [74]. The stimuli used in these studies
were conspecific song elements, which might be
more salient to the subjects and hence provide a
better chance of detecting whether birds can dis-
tinguish the different patterns. Both studies used a
go—nogo design and trained the birds with n=2
strings, i.e. ABAB versus AABB. For the starlings,
the ‘A’s and ‘B’s in the strings consisted of ‘rattle’
and ‘warble’ phrases taken from a starling song. For
the zebra finches, these were different song elements.
In both studies, each individual was trained with mul-
tiple strings, i.e. with different exemplars of ‘A’ and ‘B’
phrases or elements, or with the same ‘A’s and ‘B’s in
different positions. After acquiring the distinction
between the training sets, all birds were next exposed
to novel strings, constructed from both novel song
phrases and elements belonging to the same categories
as the earlier ones, or familiar phrases and elements in
a novel sequence. Both species showed a clear tran-
sition of the discrimination to the novel strings.
However, this transfer to novel exemplars of a familiar
type need not be based on acquired abstract know-
ledge of the structures, but might be brought about
by attending to shared acoustic characteristics between
the familiar and novel ‘A’s and ‘B’s [74]. Such pho-
netic generalization has been demonstrated for zebra
finches distinguishing human speech sounds [75]
and is a factor that has also been demonstrated to
affect the outcome in AGL experiments in humans
[76]. For this reason, the zebra finch study sub-
sequently tested how the birds responded when A
and B elements were replaced by elements of a differ-
ent element type (‘C’s and ‘D’). Only one bird
showed a transfer of the discrimination to the novel
sounds, suggesting that the earlier generalization to
the novel ‘A’ and ‘B’ stimuli was based on shared pho-
netic cues. Even so, the question remained of what, if
any, rules the birds used to discriminate the two string
sets. This was examined for both starlings and zebra
finches by presenting them with non-reinforced
probes. In both cases, probes consisted of stimulus
sequences with higher #n-values (three or four),
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irregular sequences with different numbers of ‘A’s
and ‘B’s, and other arrangements of ‘A’s and ‘B’s
(e.g. ABBA). Gentner ez al. [73] concluded that their
probe testing revealed that the starlings mastered the
distinction of training sounds by being sensitive to
the underlying A"B” grammar. This conclusion was
challenged by van Heijningen et al. [74], who
showed that the most likely ‘rule’ used by the zebra
finches was attending to the presence or absence of
repeated elements. They based this conclusion on
examining the test results for each finch separately,
which revealed individual differences in strategy, as
also demonstrated in humans [77]. Based on this
and other arguments, van Heijningen et al [74]
argue that the question of whether birds are able to
detect a hierarchical context-free structure is still
open (see Gentner et al. [78] and ten Cate et al. [79]
for an exchange of views on the issue).

It should be noted that all the experiments
described above lacked a critical feature of a centre-
embedded structure [80], in which a specific ‘A’ is
always linked to a specific ‘B’ (i.e. in a connection
like °...if, ...then...”). Such linkage was present in a
recent experiment by Abe & Watanabe [59]. In a
habituation design, Bengalese finches were exposed
to an artificial ‘centre-embedded language’ in which
the presence of a specific element early in the strings
predicted the presence and position of another specific
element later in the strings. When tested with novel
strings, either of the embedded language or deviations,
they discriminated between the two. However, as test
strings of the embedded language shared many more
element sequences with the training strings than the
deviating ones, it cannot be excluded that the Benga-
lese finches used acoustic similarity rather abstract
structure to distinguish the strings [81]. Thus, more
research is necessary to test for this ability in animals.

5. SYNTAX DETECTION IN ANIMALS:
DISCUSSION

(a) Can animals detect syntax patterns?

Having reviewed different types of AGL experiments,
what can we conclude on the abilities of animals to
detect structure in vocal input?

A first thing to note is that animals are definitely
capable of, and skilled in, detecting and learning about
regularities in sequential vocal input. They can detect
that two sequences constructed from the same items
are different and detect differences in co-occurrence
between items. They also are good at generalizing at
the phonetic level, detecting phonetic regularities
among, or differences between, items and strings and
classifying novel ones on the basis of their similarities
to known ones. What is less clear is what level of more
abstract rule learning they are capable of. In several
experiments, the tasks facing the animals might have
been solved by using lower level strategies, such as
attending to the phonetic similarities of items [73], to
co-occurrence of items rather than transitional probabil-
ities [53] or to presence or absence of reduplications of
items (in relation to their position), rather than by
detecting and using relational properties of items in
different positions, algebraic rules [58] or mastering an
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artificial grammar [57]. While this does not exclude the
possibility that some animals learned abstract regu-
larities, the use of simpler strategies remains a distinct
possibility. In addition, while the aim of the animal
experiments was to examine whether they are able to
detect abstract relationships between items in the form
of detecting ‘algebraic rules’, ‘non-adjacent depen-
dencies’ or ‘phrase structure grammar’ as present in
language, the results suggest no ability beyond simple
finite-state grammar detection. Furthermore, a charac-
teristic of language is that abstract operations are based
on equivalence relating to functional categories. An
ABA structure is, for instance, formed by a noun-—
verb—noun series, in which ‘A’ and ‘B’ stand for different
categories, and in which the first A and the last one in the
ABA structure usually are not the same, but share a func-
tional similarity, e.g. both being nouns. In the animal
experiments, researchers have, at best, used acoustic cat-
egories, in which the phonetic structure of one A shared
its overall structure with that of another A. In the latter
case, the abstraction, if present, is likely to be pattern-
based and can, at best, be described in terms of relational
operations linked to the physical structure of the tokens.
This contrasts with the category-based generalization of
the noun—verb—noun type, which is further removed
from the physical identity of the tokens [55,69,82] and
more characteristic of syntactic structure. So, taking
all the above considerations together, the conclusion
has to be that we are still in need of unambiguous
demonstrations of animals able to detect structures
based on higher order syntactical processing of
strings, and that it remains a challenge to design
meaningful and critical experiments.

The considerations raised above do not mean that
the animal experiments are less valuable. They provide
valuable insights in the cognitive abilities that animals
have. Also, it must be emphasized that absence of
proof of more abstract rule learning in this case cer-
tainly is no proof of absence: it is just very hard to
design experiments that fully rule out simpler sol-
utions. In addition, some of the comments apply
equally to some AGL experiments in humans. Never-
theless, they have greatly advanced our insights by
examining several basic computational skills that
might be at the developmental or evolutionary basis
of language. Therefore, designing animal experiments
comparable to human ones still provides a powerful
tool for comparative studies to get insight in the
skills and mechanisms shared between humans and
other animals.

(b) Methodology

It should be noticed that various animal experiments
used different methodologies. One aspect concerns
the nature of the items used in the strings. In the
tamarin experiments, these were human speech sylla-
bles, often identical to the ones used in experiments
with human subjects. On the one hand, this increases
the comparability of the experiments. On the other
hand, however, one may argue that just like humans
might be more attentive to speech sounds than other
ones [83], or that such sounds might be processed dif-
ferently, animals might be more attentive or sensitive
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to vocal items constructed from conspecific sounds.
As a consequence, they might be more likely to
detect, or respond to, regularities in strings consisting
of such items than of speech sounds.

A second methodological aspect concerns the pro-
cedure. Human AGL experiments usually use a short
exposure period to one type of strings (positive
examples only), followed by a short test phase applying
a dishabituation paradigm (in infants), or asking
subjects to classify novel items as belonging to a par-
ticular category. Some animal experiments, most
notably those on tamarins, used a similar design.
The other animal studies used a variety of different
types of tasks based on various forms of classical
[66] or operant [73] conditioning. There are various
pros and cons of these methods. The habituation
design has the advantage that it uses brief exposures,
which it can be argued reflect the ‘spontaneous’ detec-
tion of structure in strings, compared with, at the other
end, a go—nogo design that requires an extensive train-
ing phase. Also, in a habituation design, the animals
are exposed to one type of strings and anything they
learn is due to exposure to this single string type.
In contrast, a go—nogo design always uses two cat-
egories of strings, differing in structure. This makes
it harder to see whether there are asymmetries in
learning about different string types, as are revealed
in several habituation experiments. The go—nogo pro-
cedure may also encourage animals to attend to
contrasts that may differ from the features of strings
they would attend to spontaneously. On the other
hand, if an animal shows no response when a novel
stimulus type is presented after a habituation phase,
it need not imply that the animal did not detect any
difference—it may have done so, but did not show it
in a behavioural change. This risk of a ‘false negative’
is less in a go—nogo design, where attending to stimu-
lus differences has direct consequences for the animal
in terms of reward or punishment. For the same
reason, go—nogo experiments are very suited to exam-
ining the limits of the cognitive abilities of animals,
because a task can be designed in such a way (at
least in theory) that it ‘forces’ the animal to reveal
whether it has the, normally hidden, ability to resolve
it. Also, go—nogo or other conditioning designs may
allow for the use of a more extensive set of test strings
than is possible in a habituation design, again because
the reward structure keeps the animal focused on
responding to differences in sounds. To diminish the
difference with the usual habituation tasks used in
AGL experiments in humans, these too can be tested
with a go—nogo design [75]. With such pros and
cons, in combination with the difficulty to design
unambiguous experiments in general, it may be the
best strategy to test animals of a particular species
using different paradigms. If these provide converging
outcomes, it is all the more likely that the species really
has a particular ability.

A methodological point of concern is the repeated
use of the same grammar as that of Saffran er al
[57], in several experiments, in combination with pre-
senting each individual with the same training and test
strings. This introduces the problem of ‘pseudoreplica-
tion’ [84,85]. If any animal species shows the ability to
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master one particular finite-state grammar, this would
be a valid demonstration that animals can detect that
grammar. However, to demonstrate that animals can
detect the structure of finite-state grammars i general,
other variants should also be used. In addition, several
studies tested all individuals with identical strings.
This bears the risk that these strings are not recognized
by abstract structure, but by, for instance, a particular
salient sound combination that by chance provides
a phonetic cue. Therefore, if the goal is to demon-
strate perception of an abstract pattern, this pattern
should be instantiated in different ways for different
individuals (e.g. different terminal units for the A
and B categories).

6. CONCLUSION

We studied evidence from the spontaneously produced
vocalizations of animals and from perceptual exper-
iments using artificial grammars to examine to what
extent or level animal syntactic computational abilities
compare to those of humans using language.

With respect to production, many animals have, simi-
lar to humans, vocalizations consisting of a variety of
vocal units (notes or elements) that are combined to
create strings (chunks and phrases) that in turn can be
produced in different patterns. However, while the pat-
terns in animals differ between species and may also
differ among individuals within species, they all have
in common that the structures are no more complex
than a probabilistic finite-state grammar [35].

As for perception of syntactic structures, the exper-
iments so far mainly demonstrate and confirm the
ability of animals to generalize and categorize vocal
items based on phonetic features, or co-occurrence
of items, but do not provide strong evidence for an
ability to detect rules or patterns based on relation-
ships beyond these or beyond simple ‘rules’ like
attending to reduplications of units or the presence
of particular units at the beginning or end of vocal
stimuli. However, considering the still rather limited
number of experiments and the difficulty of designing
experiments that unequivocally demonstrate more
complex rule learning, we are only scratching the sur-
face, and hence the question of what animals are
capable of remains open.

We thank Katharina Riebel, Claartje Levelt, Tecumseh Fitch
and the referees for their comments on earlier versions of
this paper.
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