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Real-time quantitative PCR (qPCR) is a widely used technique in microbial community analysis, allowing the quantification of
the number of target genes in a community sample. Currently, the standard-curve (SC) method of absolute quantification is
widely employed for these kinds of analysis. However, the SC method assumes that the amplification efficiency (E) is the same
for both the standard and the sample target template. We analyzed 19 bacterial strains and nine environmental samples in qPCR
assays, targeting the nifH and 16S rRNA genes. The E values of the qPCRs differed significantly, depending on the template. This
has major implications for the quantification. If the sample and standard differ in their E values, quantification errors of up to
orders of magnitude are possible. To address this problem, we propose and test the one-point calibration (OPC) method for ab-
solute quantification. The OPC method corrects for differences in E and was derived from the ��CT method with correction for
E, which is commonly used for relative quantification in gene expression studies. The SC and OPC methods were compared by
quantifying artificial template mixtures from Geobacter sulfurreducens (DSM 12127) and Nostoc commune (Culture Collection
of Algae and Protozoa [CCAP] 1453/33), which differ in their E values. While the SC method deviated from the expected nifH
gene copy number by 3- to 5-fold, the OPC method quantified the template mixtures with high accuracy. Moreover, analyzing
environmental samples, we show that even small differences in E between the standard and the sample can cause significant dif-
ferences between the copy numbers calculated by the SC and the OPC methods.

In microbial ecology, real-time quantitative PCR (qPCR) is used
to measure the number of copies of a gene of interest in a com-

munity or an environmental sample (24, 25, 41, 42). The presence
of specific phylogenetic groups can be quantified by targeting the
16S rRNA gene (1, 10). Moreover, functional genes have been
targeted to quantify the genetic potential of a community to cat-
alyze certain processes (23, 43, 50, 55).

Originally, the qPCR technique was developed as a tool in
medical diagnostics targeting nonvariable regions (11, 27). How-
ever, for two reasons, the application of qPCR in microbial ecol-
ogy needs to take into account genetic variations of the targeted
region. First, although primers are designed to target a certain
phylogenetic group, highly similar sequences in which primer tar-
get sites differ in only a few bases might be present in and coam-
plified from environmental samples (49). Second, to account for
sequence variability within the target phylogenetic group, degen-
erate primers have frequently been used in qPCR assays (2, 17, 23,
50). Primer mismatches (3), as well as the use of degenerate prim-
ers differing in GC content (33), affect primer annealing kinetics
and therefore might affect the accuracy of the qPCR assay.

The qPCR technique is based on real-time monitoring of am-
plicon formation by a reporter molecule (e.g., SYBR green dye)
(5). Fluorescence (Y) is measured after each temperature cycle and
is proportional to the amount of synthesized amplicon (N): N � Y
(Fig. 1A). The exponential growth of the amplicon concentration
in the reaction mixture, NC, can be described as an exponential
function of the template starting concentration, N0; the efficiency
of the qPCR, E; and the number of qPCR cycles, C: NC � N0 � EC

(5). Two parameters are essential for quantification: the threshold
cycle, CT, and the qPCR E. The CT is the number of cycles neces-
sary to reach a certain threshold fluorescence, YT. In one experi-
mental setup, YT is the same for all samples. Since fluorescence is a
relative measure of the DNA content, all samples contain the same

number of amplicons, Nt, when passing the CT. E is a measure of
amplification quality and depends on factors such as the primer
GC content (33), primer mismatch (3), and the presence of PCR
inhibitors (21). If E equals 2, the number of amplicons doubles per
cycle, i.e., the efficiency is 100%. Two distinct methods can be
used to estimate E. First, Efi can be estimated from the fluorescence
increase using linear (30, 38) or nonlinear (26, 45) regression
models (Fig. 1A). Second, Eds can be estimated from the slope of a
dilution series (14, 35) (Fig. 1B).

Two major quantification methods have been developed and
are widely used: relative quantification and absolute quantifica-
tion. Relative quantification using the ��CT method is the most
common method used in gene expression analysis (48) but has
also been applied in environmental microbiology (51). The
method determines the gene expression ratio (or abundance ra-
tio) of a target gene in a sample compared to a control, normaliz-
ing with the expression ratio of a reference gene. Target and ref-
erence genes often differ in their E values, and thus, the ��CT

method has been improved in order to account for differences in
E (31).

Absolute quantification by the standard-curve (SC) method is
frequently used in environmental microbiology. The SC method
employs a dilution series of known template concentrations, N0,
in the qPCR assay. Linear regression of log(N0) versus CT gives the
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standard curve, and this is then used to calculate template concen-
trations, N0, of the sample. This method assumes that E of the
sample is the same as E of the standard.

In environmental microbiology, the SC method has been used
to quantify the concentrations of target genes in diverse samples,
e.g., microbial communities of biofilms (10), the rumen (1), and
alpine soils (2). In most cases, the sample template is different
from the standard template used to prepare the SC. The standards
usually originate from pure cultures, while the sample is com-
posed of a mixture of different species. Previous studies demon-
strated that E estimates significantly affect quantification accu-
racy. It is therefore recommended that accurate E estimates be
employed in quantification analysis (26, 34, 36, 38, 46). In spite of
these recommendations, the SC method assumes a constant E for
standard and sample. Although this introduces the possibility of
increased quantification errors, it is still the method of choice in
environmental microbiology.

Our first aim was to demonstrate the variability of qPCR E with
the template source. As a model functional gene, we selected the
nifH gene coding for the nitrogenase iron protein (NifH; EC
1.18.6.1) because it is the focus of numerous studies in ecology and
therefore well characterized. In addition, the 16S rRNA gene was
used to demonstrate the universality of the problem studied. Uni-
versal 16S rRNA gene targeting approaches are frequently used as
a community reference in qPCR-based studies (1, 11, 54). We
estimated Efi from the fluorescence increase of 19 bacterial strains
covering Actinobacteria, Cyanobacteria, Firmicutes, and Proteobac-
teria, as well as nine environmental samples representing typical
terrestrial and aquatic habitats. Moreover, we propose a novel
absolute quantification method that accounts for differences in E.
We demonstrate that the new method is less susceptible to quan-
tification errors than the SC method by analyzing an artificial
mixture of two templates that differ in E.

MATERIALS AND METHODS
Bacterial cultures. (i) Strains and cultivation conditions. Nineteen bac-
terial strains containing the nifH gene were used in this study. The strains
were selected to cover different phyla and to be genome sequenced, if
possible. The strains listed in Table 1 were grown at room temperature in
the medium specified by the Culture Collection of Algae and Protozoa
(CCAP), the Pasteur Culture Collection (PCC), and the German Collec-
tion of Microorganisms and Cell Cultures (DSMZ) for the respective
strain, except Methylosinus trichosporium and Methylococcus capsulatus,
which were grown in nitrate mineral salts (NMS) medium (DSMZ me-
dium 632 [52]) with 10% (vol/vol) methane in air in the headspace. The
16S rRNA and nifH genes were sequenced for strains that were taken from
our laboratory collections (glycerol stocks) in order to verify the identities

of the strains. Sequencing was performed at the Genetic Diversity Centre
of ETH Zurich using BigDye Terminator v1.1 chemistry (Applied Biosys-
tems, Foster City, CA) on a 3130xl Genetic Analyzer (Applied Biosystems).

(ii) DNA extraction and quantification. Bacterial colonies from agar
plates or bacterial pellets from liquid cultures were washed three times in
phosphate-buffered saline (pH 7.4) prior to DNA extraction with a Wiz-
ard Genomic DNA kit (Promega, Madison, WI). Extraction was per-
formed according to the manufacturers’ instructions, and DNA was
eluted with 100 �l diethyl pyrocarbonate (DEPC)-treated water (Carl
Roth, Karlsruhe, Germany). DNA purity was checked on a nanodrop
spectrophotometer (NanoDrop Technologies, Wilmington, DE) and
quantified with SYBR green I (28).

Environmental samples. DNA extracts from three natural habitats,
soil, plant, and lake, were used in this study to represent a broad range of
samples typically studied in environmental microbiology. The DNA ex-
tracts were obtained in three previously conducted studies (2, 19, 20) and
stored at �80°C until analysis. Samples “bulk soil, young” and “bulk soil,
old” were taken from the forefield of the Damma glacier in Switzerland
and represent more than 50 years and over 2,000 years of soil develop-
ment, respectively (2). The soil samples were taken with shovels and fro-
zen in the field on dry ice. Upon arrival in the laboratory, the soil samples
were stored at �20°C. Rhizosphere and phyllosphere samples were ob-
tained from rice plants grown at the International Rice Research Institute,

FIG 1 (A) Schematic amplification plot of log fluorescence increase over qPCR cycles, indicating the slope to estimate Efi by linear regression. (B) Schematic
standard curve of a dilution series, plotting CT values over log template concentrations. The slope is used to estimate Eds.

TABLE 1 Bacterial strains used in this study

Species Strain Phylogenetic group

Frankia sp. DSM 43829 Actinobacteria
Cyanothece sp. PCC 7425 Cyanobacteria
Nostoc commune CCAP 1453/33 Cyanobacteria
Nostoc sp. PCC 7120 Cyanobacteria
Nostoc punctiforme PCC 73102 Cyanobacteria
Paenibacillus sabinae DSM 17841 Firmicutes
Azospirillum brasilense DSM 1690 Alphaproteobacteria
Bradyrhizobium japonicum USDA 110 Alphaproteobacteria
Methylosinus trichosporium OB3ba Alphaproteobacteria
Rhizobium leguminosarum DSM 30132 Alphaproteobacteria
Sinorhizobium meliloti 1021b Alphaproteobacteria
Sphingomonas azotifigens DSM 18530 Alphaproteobacteria
Xanthobacter autotrophicus DSM 432 Alphaproteobacteria
Acidithiobacillus ferrooxidans DSM 14882 Betaproteobacteria
Burkholderia xenovorans DSM 17367 Betaproteobacteria
Azotobacter vinelandii DSM 85 Betaproteobacteria
Methylococcus capsulatus Batha Betaproteobacteria
Pseudomonas stutzeri DSM 4166 Betaproteobacteria
Geobacter sulfurreducens DSM 12127 Deltaproteobacteria
a Reference 52.
b Reference 7.
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Los Baños, Philippines (19). Samples from the eutrophic lake were taken
at 10-, 80-, and 170-m depths at Lake Zug, Switzerland (20). The lake is
meromictic and permanently anoxic below 160 m (20). Samples from the
oligotrophic lake were taken at 5- and 200-m depths at Lake Brienz, Swit-
zerland, which is fully oxic throughout the year (20). The lake water sam-
ples were stored in the dark on ice. Upon arrival in the laboratory, the
samples were filtered through 0.2-�m polycarbonate filters following
5-�m prefiltration, and the filters were frozen in liquid nitrogen and
stored at �80°C prior to DNA extraction (20). Details on sampling and
DNA extraction are given in references 2, 19, and 20.

Real-time PCR assays. All qPCR assays were performed on an ABI
7300 system (Applied Biosystems). The reaction volumes were 20 �l and
contained 1-fold Kapa SYBR Fast PCR master mix (Kapa Biosystems,
Cape Town, South Africa), DEPC-treated water (Carl Roth, Karlsruhe,
Germany), and 200 nM both forward and reverse primers. Templates
were added in 1-�l volume per reaction. Triplicates of no-template con-
trols, containing DEPC-treated water, were included in each run. To am-
plify the nifH gene, the primer pairs nifHF/nifHR, PolF/PolR, and ForA/
Rev were used. The 16S rRNA gene was amplified using the 27F/518R
primer pair. All primers employed in this study were published previously
and have been extensively used before. Details on primer sequences and
thermal cycles are given in Table 2. In preliminary experiments, the an-
nealing temperatures of all reactions were optimized for high specificity
(crisp band; no smear) and high yield when amplifying the environmental
samples. All qPCR templates were tested for amplification inhibition by
dilution series. After each qPCR run, melting curve analysis was per-
formed to verify the presence of the desired amplicon.

Determination of CT and Efi. Raw data were exported from the ABI
system and imported into the LinRegPCR program (v 11.4) (38). In the
program settings, all samples of one qPCR run were treated as one ampli-
con group in order to set one common window of linearity. Then, the
program automatically determined the fluorescence threshold for all sam-
ples and calculated the individual CT and Efi values (38). The results were
exported, and the mean Efi of each sample was calculated as the arithmetic
mean of all replicates, excluding as outliers any replicates that were 5%
above or below the median efficiency of all replicates.

Quantification methods. (i) SC method. The SC method is widely
used in environmental microbiology and employs a dilution series of a
defined target concentration. The target concentration (ctarget [copies �l�1])
was calculated from the DNA concentration (cDNA [ng �l�1]), the lengths of
the DNA fragments (lDNA [bp]) (e.g., genome size), the number of targets per
DNA fragment (ntarget [copies]), the Avogadro constant (NA) (6.022 � 1023

bp mol�1), and the average weight of a double-stranded base pair (Mbp) (660
g mol�1 � 6.6 � 1011 ng mol�1) (equation 1).

ctarget � ntarget �
cDNA � NA

lDNA � Mbp
(1)

The linear regression of log(N0 standard) versus CT gives the constants
intercept a and slope b of the standard curve (equation 2). The number of
copies in the sample, N0 sample, can be calculated based on the regression.

Slope b of the linear regression is used to estimate Eds (equation 3). For the
individual experiments (see below), dilution series of Bradyrhizobium ja-
ponicum, Geobacter sulfurreducens, and Nostoc commune genomic DNAs
were used to prepare standard curves.

CT sample � a � b � log �N0 sample� (2)

Eds � 10��1⁄b� (3)

(ii) OPC method. We propose the one-point calibration (OPC)
method as an alternative method for absolute quantification from qPCR
data. The method accounts for template-related variability of E by cor-
recting for differences in E between sample and standard.

OPC is performed by defining one standard containing a known num-
ber of template copies, N0 standard. Each standard point reaction mixture
contained approximately 0.05 to 0.5 ng genomic DNA, equivalent to 104

to 106 copies (equation 1), and was replicated three or four times. The
template concentration of a sample, N0 sample, was estimated from the
cycle thresholds CT sample and CT standard and the efficiencies Esample and
Estandard (equation 4).

N0 sample � N0 standard �
Estandard

CT standard

Esample
CT sample (4)

We calculated Esample and Estandard as the mean Efi from individual
replicates, because previous studies recommended using the means of Efi

(9, 30, 40). Alternatively, Esample and Estandard could be estimated from
dilution series, Eds (equation 3) (31). In addition, it is necessary to verify
the linear range of quantification, for example, by analyzing a dilution
series of a standard. Information about the coefficient of variation of the
CT values of replicated standard dilutions can also be helpful in assessing
the limit of detection (4, 6).

Efi of bacterial strains and environmental samples. The amplifica-
tion efficiencies of the bacterial strains and environmental samples were
determined in qPCR assays and calculated from the fluorescence increase
as described above (38); 0.1 to 0.01 ng of DNA per reaction was used. Each
sample was run in four replicates. The number of samples prohibited the
simultaneous amplification of all bacterial strains and environmental
samples in a single run. Therefore, one qPCR run was performed to com-
pare all bacterial strains, and one qPCR run was performed to compare all
environmental samples. One-way analysis of variance (ANOVA) was per-
formed in SigmaPlot (v 11.0; Systat Software) to test for significant differ-
ences (P � 0.01) between the bacterial strains and between the environ-
mental samples.

Analysis of template mixtures from two species. Serial dilutions of G.
sulfurreducens and N. commune DNA templates were prepared. From the
different dilution steps, template mixtures of G. sulfurreducens and N.
commune were prepared. The template mixtures were prepared to have
template ratios of approximately 100:1, 10:1, 1:1, 1:10, and 1:100 of G.
sulfurreducens to N. commune. The dilution series and the template mix-
tures were run as triplicates in one qPCR assay, using nifHF/nifHR prim-
ers. Standard curves were calculated from G. sulfurreducens and N. com-

TABLE 2 Primers and thermal qPCR profiles used

Primer pair Target gene
Annealing time
and tempa Primer sequenced (5=–3=) Tm

e (°C)
Primer
reference(s)

PolF/PolR nifH 25 s at 53°Cb TGCGAYCCSAARGCBGACTC/ATSGCCATCATYTCRCCGGA 60–64/62–68 32
nifHF/nifHR nifH 25 s at 53°Cb AAAGGYGGWATCGGYAARTCCACCAC/TTGTTSGCSGCRTA

CATSGCCATCAT
76–82/78–80 37

ForA/Rev nifH 60 s at 50°C GCIWTITAYGGNAARGGNGG/GCRTAIABNGCCATCATYTC 56–68/54–64 53
27F/518R 16S rRNA gene 30 s at 56°Cc GAGTTTGATCMTGGCTCAG/ATTACCGCGGCTGCTGG 56–58/60 16, 29
a All reactions started with 300 s of initial denaturation at 95°C, followed by 40 cycles of 15 s of denaturation at 95°C, an annealing step, and 45 s of elongation at 72°C.
b Touchdown cycle starting at 63°C with temperature decreases of 2°C per cycle.
c Touchdown cycle starting at 63°C followed by 61, 59, 57, and 56°C annealing temperatures.
d Primer sequences use IUPAC ambiguity codes, except that I stands for inosine.
e Ranges of melting temperatures (Tm) of degenerate primers calculated as follows: Tm � 2 � (A � T) � 4 � (G � C) (39).
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mune dilution series. All samples were quantified using the SC and OPC
methods. Each of the methods was calibrated once with G. sulfurreducens
and once with N. commune as the standard.

Analysis of environmental samples. Four replicates of each environ-
mental sample and triplicates of a B. japonicum dilution series were am-
plified by qPCR using the nifHF/nifHR primer pair. This was the same run
in which the Efi of the environmental samples was measured. All samples
were quantified using the SC and OPC methods, using B. japonicum as the
standard. The Mann-Whitney rank sum test (P � 0.01) was performed to
test for significant differences between SC and OPC quantifications. B.
japonicum was used for calibration, as it is heterotrophic and simple to
maintain and therefore likely to be used for calibration in other laborato-
ries.

RESULTS AND DISCUSSION
The efficiencies of qPCRs depend on the template. The qPCR
efficiencies of 19 bacterial strains covering four bacterial phyla
were compared. The qPCR assays targeted the nifH gene using
three independently developed and previously published primer
pairs and targeted the 16S rRNA gene using one similarly well-
established primer pair (Table 2). In all assays, the strains differed
significantly in their efficiencies (Efi) (Fig. 2). In the assay employ-
ing the nifHF/nifHR primer pair, Efi values ranged from 1.67 in G.
sulfurreducens to 1.77 in N. commune. In the assay targeting the
16S rRNA gene (primers 27F/518R), Efi values ranged from 1.84 in
Pseudomonas stutzeri to 1.98 in Frankia sp. Some bacterial strains
did not amplify when targeting the nifH gene with nifHF/nifHR
and ForA/Rev primer pairs. In contrast, qPCR on nifH with PolF/
PolR primers, as well as qPCR on the 16S rRNA gene (27F/518R),
amplified DNA from all strains. The variation of Efi appeared to be
independent of the phylogeny of the strains; however, we analyzed
only a small subset of bacterial phyla and did not include Archaea
or Eukarya in the analysis.

Similar to the observations made for bacterial strains, the Efis
determined for environmental samples differed significantly (Fig.
2). Efis ranged from 1.72 for the oligotrophic lake (5 m) to 1.80 for
the rhizosphere sample with the nifHF/nifHR primer pair. In the
assay primed with PolF/PolR, Efis ranged from 1.77 in the eutro-
phic lake (10 m) to 1.99 in the bulk soil (old). Targeting the 16S
rRNA gene, Efis ranged from 1.85 in the bulk soil (old) to 1.95 in
the eutrophic lake (170 m). Interestingly, Efi was also variable for
samples originating from within the same ecosystems. When am-
plified with the ForA/Rev primers, Efis in the oligotrophic lake
sample ranged from 1.58 at 5-m depth to 1.83 at 200-m depth.

These results are supported by previous studies showing that E
varies with the PCR template. Using the LinRegPCR method to
calculate Efi, Čikos et al. (9) found that the interleukin 6 gene
amplified with an Efi of 1.88, while the beta actin gene amplified
with an Efi of 1.99. Moreover, they found that these differences
between the genes remained regardless of the method used to
determine Efi (9). Similarly, other studies found that E determined
for the same PCR template is more constant (5, 9, 26). For exam-
ple Bustin (5) reported a constant Efi of around 1.8 and low vari-
ation among the replicates for the amplification of the metallo-
proteinase inhibitor 1 gene. Furthermore, we could reproduce
findings reported by Töwe and coworkers (47); we analyzed bulk
soil from the Damma glacier and found that the Efi of bulk soil
(1.75 to 1.76) was very similar to the Efi of Sinorhizobium meliloti
(1.75) when using the nifHF/nifHR primer pair. Similarly, Töwe
et al. (47) reported the same Efi (1.9) for both the sample from the
Damma glacier and the standard from S. meliloti. The difference

in Efi, 1.75 compared to 1.9, might be due to differing reaction
conditions, i.e., assay chemistry, use of bovine serum albumin
(BSA), and the thermocycler program. In summary, we demon-
strated that over a range of bacterial strains and environmental
samples tested, Efis differed significantly.

The differences in E can be caused by a number of mechanisms
that have been previously addressed. The first studies on the prob-
lem emerged in environmental microbiology, as PCR was used to
simultaneously amplify different templates (33, 44). The term
PCR bias was coined to describe the preferential amplification of
some templates over others, and the phenomenon has been stud-
ied extensively. The mechanisms identified as affecting PCR am-
plification and bias are as follows: the GC content of the primer
binding site (33), primer mismatches (3), reannealing of the am-
plicon to templates (33), homoduplex formation during temper-
ature decrease (22), the annealing temperature (15), PCR inhibi-
tors (21, 54), and steric hindrance (13).

In our analysis, two mechanisms might have emphasized the
significant differences in E: (i) the use of degenerate primers and
(ii) the occurrence of primer mismatches. The use of degenerate
primers has become widespread in qPCR analysis in order to tar-
get a broad set of organisms (12, 47, 50, 53). Degenerate primers
are mixtures of highly similar primers that differ in at least one
base, causing differences in the melting temperature (8). In the
qPCR assay, we used primers with different degrees of degeneracy
(2- to 128-fold) exhibiting wide ranges of melting temperatures
(Table 2) that might have affected the kinetics of the qPCRs (15,
33) and so might have affected the E values of the individual as-
says. Similarly, primer mismatches significantly reduce E (3, 15).
Despite the fact that we used degenerate primers (nifHF/nifHR),
commonly reported in the literature, several of the bacterial
strains exhibited one or more mismatches (see Table SA1 in the
supplemental material). Although the number of mismatches was
not correlated with E (n � 17; R2 � 5 � 10�5; P � 0.979), it might
have accentuated the E differences. Nevertheless, the aim of our
study was to demonstrate the effect of differences in E on the
accuracy of the quantification, not to provide a detailed analysis of
underlying mechanisms of primer bias.

Limitation of the SC method. As demonstrated here, signifi-
cant differences in qPCR E exist among bacterial strains and en-
vironmental samples. The SC quantification method does not ac-
count for the differences in E between the sample and the
standard. Errors of up to orders of magnitude were observed in
studies where the E values of the standard and the sample differed
(3, 38). Bru et al. (3) observed that primer mismatches of a single
base decrease E and can cause underestimation of the actual copy
numbers by up to a factor of 1,000. A solution to this problem was
found in gene expression analysis. The ��CT method with cor-
rection for efficiency, also called the Pfaffl method or the compar-
ative CT method with correction, was established (31, 48). It con-
siders the differences in E of the analyzed genes to calculate the
gene expression ratio (31). However, the ��CT method is a rela-
tive quantification method only and cannot be used for absolute
quantification.

Here, we propose the OPC method, which is based on the
��CT method (31). The OPC method is an absolute quantifica-
tion method. In contrast to the SC method, the OPC method
accounts for template-related variability of E. This major advan-
tage is achieved by considering the individual E values of the sam-
ple and the standard. One further advantage is that the OPC
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method does not necessarily rely on Eds estimates. Previous studies
reported that Eds shows higher variability than Efi and demon-
strated that Efi is less biased than Eds (18, 38, 30, 40). For example
Karlen et al. (18) found that estimates of Efi are more robust than
Eds estimates from dilution series. Similarly, in our analysis of five
independently prepared dilution series, the overall variability was
significantly higher for Eds than for Efi (see Fig. SA1 and Table SA2
in the supplemental material).

Hypothetical comparison of the SC and OPC methods. Based
on the efficiencies we detected (Fig. 2), we illustrate in a hypothetical
example the errors that occur by not correcting for individual effi-
ciency (Fig. 3). We quantify the nifH gene (PolF/PolR primers) in a
hypothetical rhizosphere sample (CT sample � 21 and Esample � 1.99)
using M. trichosporium as the standard (Estandard � 1.70). Using the
SC method [CT � 33.382 � 4.34 � log(N0)], the estimate of the
starting template concentration is as follows: log(N0 sample) �

FIG 2 Variability of qPCR efficiency, Efi, of bacterial strains (left) and environmental samples (right) targeting nifH and the 16S rRNA gene, estimated from the
fluorescence increase. The error bars give the standard deviation of four replicates. The letters indicate significance groups by ANOVA (P � 0.01) tested for each
panel individually. n.d., no amplification detected.
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2.85, i.e., N0 sample � 711 copies (Fig. 3). If we quantify the same
sample using the OPC method (CT standard � 3; N0 standard � 1 �
107; Estandard � 1.70), we get N0 sample � N0 standard �
Estandard

CT standard � (Esample
CT sample)�1 � 107 � 1.703/1.9921 � 26. The es-

timate using the OPC method is 1 order of magnitude below
the estimate by the SC method. This demonstrates the impor-
tance of correcting for the individual efficiencies.

The bias due to ignoring the efficiency can be calculated as a
ratio between OPC and SC quantifications (equation 5). It de-
pends on the ratio of Estandard to Esample and the CT value of the
sample. The more the ratio of Estandard to Esample deviates from 1,
and the higher the CT value, the larger the bias will be. Therefore,
the potential for error is particularly large when applying the SC
method to samples with low template concentrations.

ratio of
OPC quantification

SC quantification
�

N0 standard �
Estandard

CT standard

Esample
CT sample

N0 standard �
Estandard

CT standard

Estandard
CT sample

� �Estandard

Esample
�CT sample

(5)

Experimental comparison of the SC and OPC methods. De-
fined amounts of templates from two species were mixed in dif-
ferent ratios. The species were selected for their significant differ-
ences in E. G. sulfurreducens showed a lower Efi (1.69) than N.
commune, which had an Efi of 1.77. We found that samples with a
higher number of G. sulfurreducens templates had lower Efis than
samples with a higher number of N. commune templates (Fig. 4).

Each of the defined mixtures was quantified by both the SC and
OPC methods. Both methods were calibrated once with dilutions
of G. sulfurreducens DNA and once with dilutions of N. commune
DNA (Table 3). We considered a quantification to be accurate
when the deviation of the estimate was within 	30% of the ex-
pected value. Using the SC method, the quantification of samples
with a higher number of G. sulfurreducens templates was accurate
when G. sulfurreducens was used as the standard (Fig. 5). Con-
versely, samples with a higher number of N. commune templates
were accurately quantified when N. commune was used as the stan-

dard. SC method quantifications using the less suited standard
were 3- to 5-fold above or below the expected copy numbers. In
contrast, the OPC method accurately quantified samples, inde-
pendent of the ratio between G. sulfurreducens and N. commune
and independent of the standard used. Only one mixture (22:233)
was quantified up to 110% above the expected copy number.

This experiment demonstrates that correcting for the individ-
ual E of each sample improves the accuracy of absolute quantifi-
cation. The two bacterial strains amplified with different E values.
Detecting the differences in E and accounting for them in the OPC
method improved quantification accuracy independent of the cal-
ibration standard used and across a wide range of template mix-
tures amplifying with different E values. Therefore, the OPC
method allows differences in the qPCR kinetics, which might have
been introduced, e.g., by primer mismatches (3) or primer degen-
eracy (8), to be corrected.

Quantification of environmental samples by SC and OPC
methods. Nine environmental samples were quantified by SC and
OPC methods using B. japonicum as the standard (Fig. 6). For the
samples that had an Efi (Fig. 2) similar to the Eds of the standard
(Table 3), differences between SC and OPC quantifications were
not significant according to the Mann-Whitney rank sum test
(P � 0.01). However, for the rhizosphere sample, copy numbers
calculated by the SC and OPC methods were significantly differ-
ent. This is because the Efi of the rhizosphere (1.80) was higher
than the Eds of the SC (1.78). In this case, therefore, the SC method
overestimated the copy number in the rhizosphere sample com-
pared to the OPC method. On the other hand, the samples from
the oligotrophic lake had an Efi lower than the Eds of the SC; there-
fore, the SC method significantly underestimated the copy num-
bers compared to the OPC method (Fig. 6). Quantification of the
16S rRNA gene in the environmental samples showed significant
differences between the SC and OPC methods, too (data not
shown). These results demonstrate the necessity of also consider-
ing sample and standard E values in comparative qPCR analysis of
microbial communities, i.e., even if the absolute copy number is
not of primary concern.

Limitations of the OPC method. The OPC method is an ab-
solute quantification method that is simple to use. It corrects copy
number estimates for the E of the individual sample and is com-
patible with any method to determine E, i.e., Eds (14, 35) or Efi (26,
30, 38) can be used.

FIG 3 Quantification of a hypothetical sample (Esample � 1.99; CT � 21) by
the SC and OPC methods using M. trichosporium (Estandard � 1.70) as a stan-
dard.

FIG 4 qPCR efficiency, Efi, of defined mixtures of G. sulfurreducens and N.
commune templates amplified with nifHF/nifHR primers. The values are the
means of three replicates; the error bars indicate the standard deviations.
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Although the OPC method corrects for differences in E, it can-
not overcome principle biases or limitations of the underlying
PCR. For example, primer bias might introduce significant errors
in the analysis of samples of unknown composition (44). Abun-
dant templates and templates with the optimal primer kinetics
might be preferentially amplified compared to templates with low
abundance and suboptimal primer kinetics (33, 44). To some ex-
tent, these differences are accounted for because the OPC method
corrects for differences in E. However, using degenerate primers,
one specific template that matches one of the primers in the
primer mixture might be preferentially amplified with the PCR
program because of differences in GC content (33). Lowering the
annealing temperature has been suggested to solve this problem
(15). However, this may in turn increase nonspecific amplifica-
tion, which is undesirable, specifically in SYBR green-based qPCR
assays. Solid testing of the specificity and universality of the prim-
ers and the PCR protocol is therefore very important. Assays based
on TaqMan are intrinsically less prone to reporting nonspecific
amplification. In principle, the OPC method could be applied to
TaqMan qPCR, and the LinReg program can be used to derive
correct Efi estimates from TaqMan data, but this has not been
tested.

The OPC method requires reliable E estimates, which might
depend on the template concentration. Results by Bustin (5) and
our own results (data not shown) do not support this hypothesis.
However, other studies found indications that high template con-
centrations (
106 copies per reaction) had an inhibitory effect
(46, 47). Furthermore, according to the model presented by Su-

zuki and Giovannoni (44), an inhibitory effect of high template
concentrations on E would be expected. This problem should be
addressed in future studies.

Since quantification by the OPC method relies on a single stan-
dard, care should be taken that CT and E for the standard are
determined correctly, e.g., by using a larger number of replicates.
The extent to which the OPC method can reliably correct for vari-
ation in E has not been determined. Samples with very low E
values or irregularly shaped amplification plots should be care-
fully considered. The method also cannot address cases in which
low template concentration, inhibition, or poorly optimized PCR
conditions lead to negative results. In such cases, additional tests
might be required.

Conclusion. Currently, the gold standard for qPCR analysis in
environmental microbiology is based on the SC method. This
method assumes that the calibration standard and the sample have
similar E values, although the SC method itself does not allow this
assumption to be validated through testing. While the E of the
standard is routinely assessed and is considered a quality criterion,
few studies have tested if the E values of the sample and standard
are similar (41, 47); however, even small differences can cause
considerable errors (3).

Here, we demonstrated that significant differences in E can
occur between bacterial strains and environmental samples, spe-
cifically when amplifying broad ranges of templates using, e.g.,
degenerate primers, which is a common practice in microbial
ecology. Not considering those differences has the potential to
severely diminish the accuracy of the quantification.

TABLE 3 Parameters of SC and OPC methods used for sample quantification

Template Primer pair

SC method OPC method

Slope Intercept R2 nc Eds CT N0 Efi

G. sulfurreducensa nifHF/nifHR �4.249 40.86 0.993 8 1.72 22.2 22,160 1.69
N. communea nifHF/nifHR �3.552 36.79 0.991 8 1.91 24.8 2,331 1.77
B. japonicumb nifHF/nifHR �4.008 35.82 0.991 15 1.78 15.9 74,945 1.77
a Used to quantify two-species mixtures of G. sulfurreducens and N. commune.
b Used to quantify environmental samples.
c Number of points in calibration.

FIG 5 Copy numbers of defined mixtures of G. sulfurreducens (G. sul) and N. commune (N. com) templates estimated using the SC and OPC methods that were
calibrated using both strains. The assays used nifHF/nifHR primers. The dashed lines give the expected copy numbers. The error bars give the standard deviations.
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To solve the problem, we propose the OPC method, which
corrects for the E values of individual samples. Moreover, we dem-
onstrated experimentally that by correcting for the E of a sample
by this method, the accuracy of the quantification increases.

Based on the results and considerations presented here, E
needs to be considered in qPCR analysis when working with sam-
ples of unknown template composition. The E of each sample can
be calculated from the increase in fluorescence units using freely
available tools (26, 30, 38). If the sample and standard have the
same E, the SC method can be used, although we see no principle
advantage over the OPC method.
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