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Abstract: The vitally important AAA (ATPases associated with various cellular activities) protein

p97 is involved in cellular functions ranging from replication to degradation of misfolded proteins
and has recently been proposed as a novel chemotherapeutic target. p97 is a large molecular

machine that has been shown to hexamerize in vitro, with each monomer consisting of an N

domain responsible for binding to effector proteins and two AAA repeats (D1 and D2). However,
structural studies are inconclusive or in disagreement with one another on several important

features such as the locations of the N domains, the relative orientations of the D1 and D2 rings,

and the dimensions of the central pore. Here, we present atomic-scale simulations of the p97
hexamer in the prehydrolysis, transition, and post-hydrolysis states. To improve the agreement

between low- and high-resolution experimental studies, we first use a biased simulation technique,

molecular dynamics flexible fitting (MDFF), to improve the correlation between the structures
described in these experiments. We follow this with extended, classical molecular dynamics

simulations, which not only show that structures generated in the MDFF phase are stable, but

reveal insights into the dynamics important to each state. Simulation results suggest a hybrid
model for hydrolysis, in which the N and D2 domains are dynamic while the D1 domains are

relatively static, salt bridges stabilize the position of the N domains in the pre-hydrolysis state,

and the rings formed by D1 and D2 rotate relative to one another.

Keywords: p97; molecular dynamics; molecular dynamics flexible fitting; small angle X-ray

scattering

Introduction

The AAA family of proteins (ATPases associated

with various cellular activities) compose an impor-

tant group of enzymes found in all major kingdoms

of life.1–4 Although functionally diverse, these en-

zymes contain a structurally conserved module of

approximately 250 amino acids consisting of three

conserved sequence motifs: the Walker A, Walker B,

and hydrolysis subdomains, and they tend to oligo-

merize into five or six membered rings in vivo. Type

I proteins contain a single AAA domain while type

II contain two. Free energy gained through ATP

binding and hydrolysis in these domains produce

large scale conformational changes in other domains
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and adapter proteins that drive a wide range of cel-

lular activities; however, the mechanism by which

this occurs remains elusive.

One of the more widely studied members of this

family is p97 (or valosin-containing protein), a

highly abundant protein (comprising �1% of the

cytosol) that has been strongly conserved throughout

evolution.5,6 p97 is involved in many cellular func-

tions such as nuclear envelope assembly,7 endoplas-

mic reticulum associated-degradation (ERAD),8,9

DNA replication,10 reformation of the Golgi following

mitosis,11 and has been shown to have a function in

neurodegenerative disorders such as Huntington’s

disease.12 Overexpression of p97 has also been

shown to correlate with a poor prognosis of

tumor recurrence in liver, prostate, and thyroid can-

cers.13–15 It is believed that an overabundance of

p97 increases the degradation rate of Ijba resulting

in a rise of NFjb, thereby reducing the rate of apo-

ptosis in cancer cells (see Ref. 16). Recently, the first

reversible inhibitor that selectively inhibits p97 at

low micromolar concentration was discovered, with

in vivo results exhibiting antiproliferative activity

against cancer cells.17

Structurally, a p97 monomer has three major

domains: the N domain, and two AAA domains

(D1 and D2, see Fig. 1 and Supporting Information

Fig. S2).18 The N domain, which is subdivided into

the Na (residues 1–110) and Nb (residues 111-187)

subdomains, appears to be responsible for binding to

effector proteins that dictate which pathway p97 is

used in and is essential for in vivo function but not

for hydrolysis. Each AAA domain is subdivided into

an a/b (residues 209–370 and 481–645 in D1 and

D2, respectively) and a largely helical a subdomain

(residues 371–460 and 646–763 in D1 and D2,

respectively). Although both domains are capable of

hydrolysis, mutation and chromatography experi-

ments have indicated that hydrolysis occurs almost

exclusively in the D2 domain, with D1 only being

catalytically active under heat-shock conditions or

when D2 is cleaved.19,20 The C-terminal ranges from

residues 763–806, while flexible linkers exist

between the N and D1 domains (residues 188–208)

and D1 and D2 domains (residues 461–480).

Low resolution cryo-EM and Small-Angle X-Ray

Scattering (SAXS) experiments have been performed

in the presence of different nucleotide species and

interpreted as representative conformations of dis-

tinct hydrolysis intermediates. These studies on

Apo, ATP, ADP, and transition state structures

describe hexameric structures in which the D1 and

D2 domains form stacked rings that twist relative to

one another about a common central pore as hydro-

lysis proceeds.21–25 The SAXS data was the only one

to consistently show the location of the N-terminal

domains, which undergo large motions as they shift

between states above and below the D1 ring. Crystal

structures, solved in the presence of different nucleo-

tide analogues, provide further insight into the

Figure 1. Hexameric p97 structures constructed from crystal structures28 and following MDFF calculations to improve the

correlation with SAXS derived density maps.20 Before simulations, all three states exhibit similar overall structures. MDFF

calculations significantly impact the prehydrolysis and posthydrolysis states, altering both interdomain and intradomain

interactions.
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structure and mechanism of p97.18,26–28 Most nota-

bly, it was shown that there exist significant inter-

protomer interactions, such as the ‘‘arginine fingers’’

in which an arginine side chain from one monomer

is inserted into the binding site of its neighbor. This

is thought to stabilize the leaving phosphate during

hydrolysis, which is likely essential for stabilization

of the p97 complex and its function. In addition,

ADP was consistently resolved in the noncatalytic

D1 domain, consistent with previous studies.19,20

There were, however, several discrepancies

between the high and low resolution structures:

interdomain conformational changes were drastically

reduced (and in some cases in a different direction)

compared to those observed in solution, the dimen-

sions of the central pore underwent far less change,

and largely differing radii of gyration were observed

(for a complete review see Ref. 26). These differen-

ces, which were largely attributed to experimental

conditions and crystal packing effects (which were

similar in all three hydrolysis states), have led to

the proposal of several models for the mechanism of

p97 that differ in both the magnitude and direction

of the domain rearrangements in response to the D2

hydrolysis state. For example, in the ‘‘preactivated-

active state’’ model, which was largely derived from

crystal structures, the p97 hexamer has two macro-

conformations: a ‘‘preactivated’’ state in which there

is either no nucleotide or ATP present in the D2

domains, and the ‘‘activated’’ state corresponding to

the transition and posthydrolysis states. In this

model, the D1 a/b subdomain is relatively invariant

throughout hydrolysis and acts as a ‘‘fulcrum for

motion’’ about which other domains undergo rigid-

body motions as the hexamer transitions between

states, and the D1–D2 linker plays a key role in

transmitting information about the hydrolysis state in

D2 to the D1 and N domains.27 Additionally, the D2 a
-helical subdomain undergoes a disordered to ordered

transition as hydrolysis proceeds from the ‘‘preacti-

vated’’ to the ‘‘activated’’ state. In an alternative model

derived from reconstructions of SAXS data, each nu-

cleotide state is unique and can be characterized by

the position of the N domains, the rotation of the D2

ring, and the width of the central pore.20 In the SAXS

model, the N domains transition from below the D1

ring to coplanar as the D2 domains transition from

the prehydrolysis (ATP) to transition state, and the

D2 ring twists 10� while the central pore widens in

this region. Transition to the ADP state involves a

twisting back of the D2 ring and a closing of the D2

pore, along with protrusions around the interface

between the D1 and D2 rings (which were postulated

to be due to the D2 a subdomains). The key hypothe-

sis of this model is that hydrolysis in the D2 domains

produces dramatic conformational changes in the

N-terminals and central pore (much greater than

those observed in crystal structures), which could

transmit energy to effector proteins bound to the N

domains. The changing pore shape also suggested the

possibility of a ‘‘pore feeding’’ mechanism in ERAD,20

which would not be possible in the constricted pore

dimensions observed in crystal structures.

In this article, we aim to address the discrepan-

cies in these models through the use of all-atom mo-

lecular simulations. We begin with crystal structures

solved in the prehydrolysis (ATP), transition, and

posthydrolysis (ADP) states and use the newly

developed molecular dynamics flexible fitting algo-

rithm (MDFF) to bias these into density maps

derived from SAXS studies.29,30 To prevent the intro-

duction of sudden, large forces on the protein com-

plex we use a modified protocol in which the biasing

forces are slowly increased, followed by a gradual

reduction in secondary structure restraints. We then

perform classical molecular dynamics simulations,

which demonstrated the stability of the MDFF gen-

erated structures. Domain orientations, pore widths,

atomic fluctuations, and specific residue–residue

interactions are analyzed and suggest a hydrolysis

mechanism that is not only a hybrid of the models

resulting from the crystal structures and SAXS

data, but also show agreement with lower-resolution

Cryo-EM experiments.

Results

Structural rearrangements during

MDFF simulations

The ATP crystal structures show numerous discrep-

ancies with not only the SAXS derived density maps

but also Cryo-EM data, including the location of the

N domains, and the width of the central pore in the

D1 and D2 domains. Over the course of the MDFF

simulations the N domains moved from their initial

positions at the top of the hexamer into a position

between the D1 and D2 rings (Fig. 1). This displace-

ment was accompanied by a drastic reduction in the

average angle between residue 107 in the N domain

and the nucleotides in D1 and D2 (the N–D1–D2

interdomain angle as previously defined28), while

the D2 a/b subdomain experienced an �4� center of

mass rotation relative to the Nb/D1 domains (Fig. 2,

see Supporting Information for calculation details).

Helices in the D1 a/b subdomain, along with the first

b strand (residues 265–270), rearrange to form a

fairly smooth ‘‘top’’ to the hexamer. The D2 a domain

is compressed inwards, and residues 700–730

become positioned directly under the N domains,

with some residues in the loop between residues 708

and 725 forming salt bridges to the N domains, as is

further discussed below. The central pore widens in

both the D1 and D2 rings from 2 Å in D1 and D2 to

3 and 5 Å, respectively (Fig. 3 and Supporting Infor-

mation Fig. S6). These changes dramatically

improve the correlation to the SAXS derived density
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map from an initial value of 0.72–0.95 [see Fig.

4(a)]. The heavy-atom root-mean square deviation

(RMSD) of the heavy atoms is relatively large. The

entire hexamer undergoes a change of 16.49 Å, with

much of that coming from the D2 domains that have

an average RMSD of 8.12 Å each (top row of Table

I), corresponding to qsc values of 0.40 and 0.36

respectively (Supporting Information Table S2). Note

that in this section and the next we use the

‘‘Restrained ATP’’ simulations (as discussed below)

as the simulations of interest.

In contrast to the ATP state, the transition state

crystal structure is in overall good agreement with

the SAXS model (initial correlation of 0.85). The

largest changes observed during MDFF are a com-

paction of the D2 domains near the base of the hex-

amer to fit into the density map and a significant

widening of the D2 pore, which largely results from

a pushing outwards of the loop of residues 587–598.

The interdomain and D2 a/b rotation angles

remained relatively constant and the overall RMSD

was 7.02 Å.

The ADP state is between the ATP and transi-

tion states in terms of agreement between the crys-

tal structure and SAXS model. The location of the N

domains appears to be roughly similar in the two,

and the central pore shares similar dimensions

(although it is wider at the D1/D2 interface than in

the SAXS model by 4 Å). One glaring difference

between the two structures is the outer dimension

of the D1/D2 interface: in the crystal structure there

exists a clear delineation between the D1 and

D2 rings at which the protein’s diameter is at a

minimum (as is observed in the transition state

structures); however the SAXS model describes a

more funnel-like structure with protrusions filling

the gap (see Fig. 1). To accommodate this, the D2 a
subdomain undergoes significant conformational

change over the MDFF simulations, with numerous

helices moving from the base of the structure out-

wards and pointing upwards. In addition there is a

slight movement downwards of the N domains to a

position between where the N domains lie in the

ATP and transition states, which, when considered

with the motions of the D2 domains, reduces the av-

erage inter-domain angle and increases the D2 a/b
rotation angle. The overall hexamer RMSD is inter-

mediate to that of the ATP and transition states at

9.70 Å (which corresponds to a qsc of 0.20), with the

D2 and N domains undergoing the largest conforma-

tional changes and the D1 domains remaining in rel-

atively similar positions (Table I and Supporting In-

formation Table S2). The correlation to SAXS model

density maps improved from 0.82 to 0.94 [Fig. 4(a)].

Stability and fluctuations during

classical MD simulations
Removal of the MDFF restraints resulted in relaxa-

tion of the hexamers. In all three states the correla-

tion quickly dropped from their high values of �0.95

and leveled off at �0.86 after 25–30 ns of sampling

[Fig. 4(a)]. The overall RMSD values follow a similar

trend, with final hexamer RMSD values ranging

from 6.14 to 7.02 Å with very low qsc values of 0.13–

0.15 (Table I and Supporting Informations). The D1

domains undergo the least change, with RMSD val-

ues ranging form 3.27–3.78 Å, while the N and the

D2 domains, particularly the D2 a subdomain,

Figure 2. The average inter-domain angles (a: as defined by Davies et al.28) and the average angle of rotation of the D2 a/b
subdomains relative to the Nb and D1 domains (b). The molecular conformations of the ATP and ADP states initially undergo

large scale rearrangement in the MDFF phase, which are stable in the MD phase. The transition state maintains an

interdomain angle similar to that of the crystal structure throughout simulations. [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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undergo larger motions resulting in RMSDs ranging

from 4.40 to 6.14 Å. The interdomain arrangement

remains close to that of the MDFF structures as the

inter-domain and D2 a/b rotation angles show little

variations over the MD (Fig. 2). In contrast, the

dimensions of the central pore returned to dimen-

sions closer to the crystal structure (Fig. 3).

Throughout the hydrolysis cycle the pore is mostly

closed in the D1 ring and widens at the D1/D2 inter-

face. In the prehydrolysis and posthydrolysis states,

the pore then closes somewhat in the D2 ring; how-

ever, it appears open during the transition state.

Based on the RMSD and SAXS model correla-

tion timecourses, we partitioned the classical MD

trajectories into a 30-ns equilibration and a 20-ns

production run over which we performed analysis.

The average root-mean square fluctuation (RMSF)

values for the Ca atoms is remarkably similar

throughout the hydrolysis cycle (Fig. 5). In general,

the N domains, and most notably the Nb sub-

domains, are highly flexible. The entire D1 domain

exhibits low RMSF values, with peaks generally cor-

responding to residues lining the central pore or on

the protein periphery. The D2 a/b subdomains show

similar fluctuations to their D1 counterparts, with

the exception of increased fluctuations in the transi-

tion state for residues 494–508 and 586–593. The

D2 a domain has the highest overall fluctuations,

with one peak containing residues 664–672 and the

other residues 708–725, both of which form loops on

the lower base of the hexamer. Inter-protomer con-

tacts between R635 and the nucleotide present in

Figure 3. Radius of the central pore at points measured along its axis from final structures in the MD simulations. The D2

pores are more open than their D1 counterparts, especially in the case of the transition state, and all three states have a

maximum opening around the D1/D2 interface. For the individual states the MDFF calculations produce structures with larger

pore openings than in the crystal structures; however, in the MD simulations he hexamers relax to structures with pores

similar to those in the crystal structure (see Supporting Information Fig. S6). [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]
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the neighboring D2 active site were strongest in the

transition state structures (with an occupancy of 84%)

and lower in the prehydrolysis and posthydrolysis

states (48% and 30%, respectively, see Supporting In-

formation Table S3). In addition, R638 showed some

capability for making interprotomer hydrogen bond

contacts, with occupancies ranging from 12% to 25%.

Taken together, this data further suggests that R635

functions as the ‘‘arginine finger’’; however, R638 may

also play a role in the hydrolysis process.

The conformational changes observed in MDFF

and MD simulations increased the radii of gyration

(Rg) to values which agree more closely with the

SAXS experiments (see Table II). In both the pre-

hydrolysis and posthydrolysis states, Rg increased to

values �2 Å below the experiments, whereas in the

transition state the values are nearly identical

(within error). Given the structures of the D2 a

subdomains, the discrepancies are likely due to the

missing C domains (that account for nearly 5% of

the protein), which would likely increase the Rg in

the prehydrolysis and posthydrolysis states. The

maximum interatomic distance (Dmax) increases to

values larger then those derived from SAXS data;

however, the trend of nearly identical values in the

prehydrolysis and posthydrolysis states, along with

a lower value in the transition state, is recovered.

Atomic correlations during classical
MD simulations

Cross-correlation plots show a strong dependence on

the nucleotide state (Fig. 6). In the prehydrolysis

state, intermonomer motions in all of the N domains

are strongly correlated to one another, and are

largely anticorrelated to the remainder of the resi-

dues in its monomer with the exceptions of residues

Figure 4. Correlation of p97 structures throughout MDFF and classical MD simulations to SAXS derived density maps.

(a) The correlation of all three states significantly increases from their native values to values > 0.94 over the MDFF phase.

All states relax to values of �0.86, a significant improvement for the prehydrolysis and posthydrolysis states. Note that, due

to the good initial agreement between the transition state crystal structure and SAXS model, the MDFF phase was half the

length of the other two states. (b) Three simulations of the pre-hydrolysis state. In the original simulation, a high-correlation

was obtained in the MDFF phase; however, much of this improvement was lost over the classical MD phase. MDFF

simulations which induced the formation of salt bridges between R709 and both E141 and D179 (‘‘Restrained’’) produced

structures that exhibited higher correlation over the MD phase; however, a R709G mutation at the beginning of the MD phase

resulted in a loss of this correlation. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

Table I. Heavy Atom RMSD Values

ATP state Transition state ADP state

Hexamer N D1 D2 Hexamer N D1 D2 Hexamer N D1 D2

Crystal relative to MDFF 16.49 4.38 5.53 8.12 7.02 5.91 3.43 5.67 9.70 5.75 3.78 6.57
Final relative to MDFF 6.57 4.40 3.78 4.78 6.70 6.14 3.29 4.97 7.02 5.53 3.27 5.55
Final relative to crystal 14.61 4.50 4.41 6.94 6.28 6.53 2.45 4.65 7.84 5.16 3.30 4.89

For each hydrolysis state, the RMSD values for the entire hexamer, and the average for the N, D1, and D2 domains are
presented for the final MD structure relative to the crystal and final MDFF structures, as well as the crystal structure rel-
ative to the MDFF structure. Time course plots are presented in Supporting Information Figs. S3–S5. All units are in
Angstrom.
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560–570 (which line the inner pore at the D1/D2

interface) and the previously mentioned 708–725

loop. The entire D1 domain moves not only in con-

cert with itself but also the D2 a/b subdomain and

opposite of the N domain, while the D2 a subdomain

moves relatively independent of the remainder of

the protein. In the transition and posthydrolysis

states each subdomain moves relatively independent

of the other subdomains, with notable exceptions

being the anticorrelation of the D1 a/b and the D2 a
subdomains in the transition state and the anticor-

relation of the D1 a/b and the Nb subdomains in the

posthydrolysis state. As hydrolysis proceeds, resi-

dues in the D1–D2 linker begin by having their

motions strongly correlated with both the D1 a and

D2 a/b subdomains. Then, as the complex enters

the transition state, it remains correlated with the

D2 a/b subdomain but becomes anticorrelated with

the D1 a subdomain, before losing most of its corre-

lations with the rest of the monomer in the posthy-

drolysis state (for a zoomed in view see Supporting

Information Fig. S7). The correlations between

neighboring monomers (top half of plots in Fig. 6)

show intermonomer correlations are highest in the

prehydrolysis state. Particularly interesting are

anticorrelated motions of the N domains with

the subdomains in the neighboring monomer that

are strong in the prehydrolysis case, reduced in the

transition state, and nearly eliminated in the post-

hydrolysis simulations. D1 domains tend to show

some correlation with their neighboring D1 domains,

while the D2 domains move nearly independent of

the D2 domains throughout the hydrolysis cycle.

In addition, correlations throughout the entire

hexamer show cross-hexamer correlations are

increased in the prehydrolysis state relative to the

transition and posthydrolysis states (Supporting

Information Fig. S8). Specifically, in the prehydroly-

sis state, motions in the N and D2 domains tend to

exhibit the highest magnitude correlations through-

out the hexamer. In the transition state many

of these correlations are lost, whereas D2 correla-

tions are somewhat recovered throughout the hexamer

in the posthydrolysis state. Correlations between

neighboring monomers tend to be the strongest, while

nonadjacent monomers tend to exhibit lower

Figure 5. The average root mean square fluctuations of

the Ca atoms over the final 20 ns of the MD simulations. In

general, all three states show similar patterns, with greater

fluctuations in the N domains relative to the D1 and D2

domains. Both the D1 and D2 a subdomains are more

dynamic than their corresponding a b subdomains. The

transition state shows increased flexibility in the 500 and

590 loops, both of which have previously been suggested

to participate in nucleotide dependent global

conformational changes. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]

Figure 6. Cross correlation plots along the hydrolysis cycle for intramonomer (lower half) and intermonomer (upper half)

fluctuations of Ca atoms. Intramonomer interactions are highly correlated in the ATP state, and are reduced in the transition

and posthydrolysis state. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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correlation with one another. It should be noted that

these results should be interpreted cautiously, conver-

gence of such large scale motions will likely require

at least one to two orders of magnitude more sam-

pling then is presented here.

Salt bridges in ATP state
Our initial simulation of the prehydrolysis state pro-

duced structures with high correlation to the SAXS

model density map; however, over the 50 ns of MD

simulation the correlation continued to drop and

had a final value of 0.82 [‘‘Original ATP’’ in

Fig. 4(b)]. Inspection of the trajectories showed that

this was largely due to a separation of the N and D2

domains from each other in numerous monomers.

The exception to this was a single monomer in

which R709 had formed a pair of salt bridges with

E141 and D179, suggesting that these interactions

could stabilize the more compact form in the SAXS

model. To test this, we performed another set of

MDFF simulations in which a bias was introduced

to encourage the formation of these salt bridges

(as discussed in Methods Section). During MDFF

calculations, the improvement in correlation of this

hexamer was similar to that of the original simula-

tions; however during the MD phase the drop in

correlation leveled off at 0.86 [‘‘Restrained ATP’’ in

Fig. 4(b)], similar to the transition state and ADP

hexamers. To further test the importance of this res-

idue, the final structure generated from the biased

MDFF simulation was modified such that each R709

residue was replaced with a glycine. This modifica-

tion resulted in dramatic difference in the MD tra-

jectories. Although starting from the same configu-

ration, the timecourse of the correlation to SAXS

model dropped back to what was observed in the

original ATP simulations [‘‘Mutated ATP’’ in Fig.

4(b)]. Figure 7 compares the center of mass distan-

ces between the Nb subdomain and residues 704–

732 (in the D2 a subdomain), along with the RMSD

values, for each monomer in these two simulations.

In the two simulations, we observe that all of the

monomers in the native protein have similar dis-

tance and RMSD traces, and that these are similar

to three monomers in the R709G mutant; however,

in the other three R709G monomers the distances

between the Nb and D2 a subdomains increase, com-

mensurate with an increase in RMSD value. This

Figure 7. Comparison of structural properties of p97 monomers in the ATP state over MD simulations initiated from identical

structures following the ‘‘restrained’’ MDFF calculations [see Fig. 4(b)] that differ by a R709G mutation. The interdomain

distances between the Nb subdomain and residues 704 to 732 in the D2 a domain and the monomer RMSD values show that

while three monomers have similar stabilities in the wild type and mutant structures, three of them (colored red, dark blue,

and light blue) have increased separation distances and RMSD values. The results suggest that salt bridges between distant

residues in the primary sequence may help stabilize the structure suggested by SAXS experiments. [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]
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further implies that these salt bridges may be stabi-

lizing the structures in the SAXS model.

Salt bridges formed in the MDFF phase of the

‘‘Restrained ATP’’ MDFF simulation appear stable

during MD simulations. In Table III, the occupancy

of three pairs of salt bridges between the N and D2

domain are reported for each of the six monomers

over the final 20 ns of MD simulation. In general,

R709 interacts with either E141 or D179 (shown in

Supporting Information Fig. S9), with the exception

being monomer 4 in which another salt bridge, E132–

R713, has formed, (which is also present in mono-

mers 1 and transiently in monomer 6) which may be

responsible for maintaining the close contact between

the N and D2 domains observed in Figure 7. Because

of the length of the MD trajectories it is expected

that we observe only a small subset of protein confor-

mations pertinent to in vitro experiments, but given

that residues 708–713 are composed of four arginine

and two glutamic acid residues, and that this loop is

unresolved in each of the p97 crystal structures, it is

interesting to speculate that numerous combinations

of salt bridges may exist between these residues and

residues in the N domains.

Discussion

The results presented here share several features

with both the ‘‘preactivated-activated’’ and ‘‘SAXS

derived’’ models. RMSF values show that the D1 a/b
subdomains are the most rigid in each of the hydro-

lysis-states (Fig. 5), whereas a comparison of RMSF

values between states and the RMSD values

between final structures from the MD simulations

show that this subdomain is the most invariant

throughout the hydrolysis cycle (Supporting Infor-

mation Table S1). This indicates that the D1 a/b sub-

domains should be considered a stable core of the

hexamer about which hydrolysis proceeds, a key fea-

ture in the ‘‘preactivated-activated’’ model. In addi-

tion, the changing correlation between motions in

the D1–D2 linker with the D1 a and D2 a/b sub-

domains also points toward it playing a key role in

transmitting information about the hydrolysis state

in D2–D1 and N. In accordance with the SAXS

reconstructions, we observe that positions of the N

domains (below the D1 ring in the ATP state and

level with it in the transition and ADP states) and

the positions of the D2 ring are stable in each of

their hydrolysis states, and that rearrangement of

the D2 a subdomain is responsible for salt bridges

which stabilize the lower N domain positions in the

ATP state and observed side protrusions in the ADP

state. The width of the central pores are in closer

agreement with the crystal structure than the SAXS

model (Supporting Information Fig. S6) and the dif-

ference between the two pore widths is largely deter-

mined by motions of loops lining it (such as the one

from residue 587–598 which has been shown to con-

tains residues essential to ERAD activity31).

These results therefore suggest a mechanism

that is a hybrid of the crystal structure and SAXS

model. In the prehydrolysis state, the D2 ring is

twisted relative to the D1 ring, the N terminals are

locked into place below the D1 ring by salt bridges

formed with residues in the D2 a subdomain, and

the D2 pore has an opening three times that of the

D1 pore. Progression to the transition state involves

a separation of the N/D2 salt bridges, allowing for

an upwards movement of the N domains. In addi-

tion, there is an �8� twisting of the D2 ring, a dra-

matic increase in the N/D1/D2 interdomain angle,

and a nearly doubling of the width of the D2 pore.

Upon release of inorganic phosphate, the rings twist

back �7�, the N terminals drop lower on the D1

ring, the D2 pore narrows to a conformation almost

identical to that of the prehydrolysis state, and the

D2 a subdomains rearrange such that helices point

outwards and up. Throughout the hydrolysis cycle

the D1 a/b subdomains appear relatively invariant,

with little change to their internal structure or the

pore width, in agreement with the idea that they

serve as a ‘‘fulcrum of motion’’.18

Table III. The Occupancies of Three Salt Bridges
Between Residues in the N and D2 Domains for Each of
the Six Monomers in the ATP State

Monomer E141–R709 D179–R709 E132–R713

1 0.17 0.94 1.00
2 1.00 0.00 0.00
3 0.99 0.00 0.00
4 0.25 0.00 0.65
5 0.00 0.90 0.00
6 0.94 0.00 0.12

Results suggest that at least one of these salt bridges is
present in each monomer and may assist in stabilizing the
prehydrolysis state. The dominant salt bridge formed in
each monomer is underlined.

Table II. The Radius of Gyration, Rg, and Maximum Interatomic Distance, Dmax, in Each State From Experi-
ments,20 Initial Structures as Derived From the Crystal Structures,28 and Averaged over the Final 20 ns of MD
Simulation

Experiment Crystal structures MD structures

Rg Dmax Rg Dmax Rg Dmax

ATP state 56.5 6 0.2 175 6 5 53.9 174.9 54.6 186.0
Transition state 55.4 6 0.4 165 6 5 54.4 178 55.9 180.5
ADP state 57.7 6 0.2 176 6 5 54.6 174.6 55.9 184.0
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The model described here also shares several

characteristics in with Cryo-EM experiments. Rouil-

ler et al.22 computed 3D maps of not only the wild

type p97 hexamer, but also for a mutated p97 hex-

amer in which the monomers lacked their N

domains (D N–p97). Remarkably, they observed that

deletion of the N domains abolished the nucleotide-

dependent D2 ring rotation. Here, we observe inter-

actions between the N and D2 domains which sug-

gest that the N domains may actively contribute to

stabilization of the relative D1/D2 conformations, in

agreement with this peculiar result. The observed

ring rotations of 8� between the ATP and transition

state and 10� between the transition and ADP

states, along with the observance of N-domains

that are coplanar to the D1 ring in the transition

state, are also in very good agreement with our

results.

Characterization of an isolated hexamer in

which each monomer is in the same hydrolysis state

precludes the study of two potentially important

effects on p97 function in vivo: the interactions with

effector proteins and the possibility for progressive

hydrolysis in each monomer (as opposed to the con-

certed ones that were imposed upon these struc-

tures). One could speculate that binding of an effec-

tor protein to the N domain in the prehydrolysis

state could result in conformational changes which

would lift the N domains above the D1 ring (as is

observed in the transition state), resulting in the

breaking of Nb/D2 a salt-bridges that could then

induce hydrolysis in the D2 domain. Additionally,

results presented here indicate that the stable con-

formation of the D1 pore is a relatively closed confor-

mation throughout hydrolysis; however, the differen-

ces between ‘‘open’’ and ‘‘closed’’ pore widths appear

dominated by the positions of several loops and not

large structural elements, thus, interaction with

effector proteins could result in induced fit effects,

allowing for a ‘‘pore feeding’’ mechanism (as has

been suggested in ERAD activity20). Additionally,

hydrolysis in one monomer could potentially rear-

range interprotomer contacts such that its neighbor

is then more likely to undergo hydrolysis, creating

an asymmetric hydrolysis cycle in which ATP is

sequentially hydrolyzed around the D2 ring.32,33

Nevertheless, structures described here present

likely conformations for individual p97 monomers,

which are useful for not only understanding the

range of motions available to the p97 complex but

also for the design and interpretation of future simu-

lations and experiments.

Methods

Initial coordinates for p97 were generated from crys-

tal structures 3CF1 (transition state), 3CF2 (ATP

state), and 3CF3 (ADP state).28 Unresolved portions

of the 3CF2 structure that were resolved in 3CF1

were modeled based on these coordinates, and then

coordinates of residues 1–20 and 708–727 were mod-

eled with the MODLOOP webserver.34,35 Crystal

structures did not contain the C-terminal domain,

thus monomers were truncated at residues 763.

Hexameric structures were constructed from the bio-

logical unit fields in the PDBs using VMD36 and

were then rigidly docked into the density maps

derived from SAXS experiments (from Ref. 20) using

the SITUS package.37 Structures were then solvated

in an orthorhombic box with a minimum 12 Å water

buffer and 150 mM NaCl ionic environment. Follow-

ing 5000 steps of minimization, restraints on protein

heavy atoms were reduced from 10 to .01 (kcal/mol)

Å2 over 350 ps of simulation.

MDFF simulations are similar to classical MD

simulations with the addition of two energy terms,

one to bias the simulation into a user-defined den-

sity map and one to restrain the secondary structure

(for a complete review, see Refs. 29,30,38). Briefly,

we used density maps generated from SAXS experi-

ments in Ref. 20 (with contributions from solvent

removed), and used a four-phase MDFF protocol in

which forces were slowly introduced to the system to

minimize the effects of sudden, large forces on the

complex. The transition state required 10 ns of

MDFF simulations, whereas the prehydrolysis and

posthydrolysis states required 20 ns. MDFF simula-

tions were followed by classical simulations in the

NPT ensemble.39,40 For the ‘‘Restrained ATP’’ simula-

tions, two additional restraints per monomer were

introduced to the MDFF phase of the calculations,

one between the CD atom of E141 and the CZ atom

of R709 with a minimum at 3.8 Å, and the second

between the CG of D179 and NE of R709 with a

minimum of 3.1 Å (to mimic salt bridges observed in

one monomer of an initial unrestrained MDFF simu-

lations). Simulations were performed with NAMD,41

using particle-mesh Ewald for long range electro-

statics and SHAKE for constraining hydrogen con-

taining bonds.42,43 Analysis of results used VMD.36

SITUS,37 Gromacs,44–46 and HOLE (for pore width

calculations).47 All simulations were performed with

the CHARMM27 force field which utilizes the CMAP

correction, along with the appropriate ATP and ADP

parameters.48–50 Systems ranged in size from 340

to 360 k atoms. Complete details are presented in

Supporting Information.

RMSD measurements are ubiquitous throughout

the field for measuring structural differences

between protein conformations, thus, we have used

them throughout this manuscript. Despite their

widespread use, RMSD values may be misleading as

they scale with the size of the protein under consid-

eration.51 Given that we present RMSD values for

protein components ranging from subdomains of 76

residues in size to the entire p97 hexamer consisting
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of 4578 residues, this problem is accentuated here.

Therefore, we have also computed the size-independ-

ent qsc, which is bounded by 0 (exact structural com-

parisons) to 2 (maximally dissimilar), and have pre-

sented them in Table S2 for comparison to the

RMSD values in Table I.52
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