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Abstract
The explicit polarization (X-Pol) method is a fragment-based quantum mechanical model, in
which a macromolecular system in solution is partitioned into monomer fragments. The present
study extends the original X-Pol method, where all fragments are treated using the same electronic
structure theory, to a multilevel representations, called multilevel X-Pol, in which different
electronic structure methods are used to describe different fragments. The multilevel X-Pol
method has been implemented into Gaussian 09. A key ingredient that is used to couple
interfragment electrostatic interactions at different levels of theory is the use of the response
density for post-self-consistent-field energy (The response density is also called the generalized
density). The method is useful for treating fragments in a small region of the system such as the
solute molecules or the substrate and amino acids in the active site of an enzyme with a high-level
theory, and the fragments in the rest of the system by a lower-level and computationally more
efficient method. The method is illustrated here by applications to hydrogen bonding complexes in
which one fragment is treated with the hybrid M06 density functional, Møller-Plesset perturbation
theory, or coupled cluster theory, and the other fragments are treated by Hartree-Fock theory or
the B3LYP or M06 hybrid density functionals.
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1. Introduction
The early development of atomistic potential energy functions1 for polypeptides and the
current coarse-grained models2 by Scheraga and coworkers have profoundly influenced the
field of computational biology. In recent years, a number of fragment-based quantum
mechanical methods have been explored.3–22 In these methods, a large system is partitioned
into monomer blocks also called fragments, which may be separate individual molecules or
covalently connected species such as amino acid residues in a protein. Fragment-based
methods are computationally efficient, which enables electronic structure calculations to be
applied to condensed-phase and biomolecular systems to gain a deeper understanding of
intermolecular interactions such as polarization and charge transfer.23–32 Although linear
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scaling quantum mechanical calculations of proteins have been carried out,5,33–36 further
approximations are needed to treat intermolecular electrostatic interactions in order to
overcome the sampling computational bottleneck for statistical mechanical properties. To
this end, the explicit polarization (X-Pol) method, making use of block localization of
molecular orbitals within individual fragments,8,10,37,38 was developed for statistical
mechanical Monte Carlo and molecular dynamics simulations of condensed phase9,39 and
biomolecular systems.40 The block-localization scheme in the X-Pol method can also be
applied to density functional theory.29–30,41–42

In many applications, one is particularly interested in the properties of a small region of the
system, which could be the solute molecule in solution or the active site of an enzyme, and,
a high level of theory is needed to yield accurate results for this region of the system. Yet, it
is also important to incorporate explicitly the instantaneous polarization of the rest of the
system. One approach is to use the method of combined quantum mechanics and molecular
mechanics (QM/MM) with the former treating the small region of interest and the latter
representing the solvent and protein environment;43–44 however, most molecular mechanics
treatments do not include the mutual polarization effects.45 Beyond traditional QM/MM
approaches, a mixed multilevel fragment-based quantum mechanical method will allow the
environmental region also to be modeled by an electronic structure method.46 The present
paper describes such a multilevel method to represent different fragments with different
quantum mechanical methods within the X-Pol formalism. The present multilevel X-Pol
procedure has been implemented into the Gaussian 09 program47 and it is sufficiently
general that any theoretical method available in that program can be combined to represent
any of the different fragments. Thus, the present approach differs from the strategy in other
fragment-based molecular orbital methods to treat different level of theory separately, such
as FMO-MP2,48 FMO-DFT,49 FMO-coupled cluster,50 FMO-multiconfiguration,51 or
multilayer with different basis sets;52 they are all treated in the same footing here. Our
method also represents a general strategy for a multilayer QM/QM coupling to study
chemical reactions and intermolecular interactions.18,52–54

In the following, we first briefly summarize the X-Pol method, which is followed by a
discussion of the multilevel X-Pol strategy. The computational details are given in Section 3,
and Section 4 presents applications of the multilevel X-Pol method to two hydrogen bonding
systems, one involving acetic acid and water and the other being a Zundel ion-water cluster.
Section 5 summarizes the main findings of the present study.

2. Theoretical Background
X-Pol theory has a hierarchy of three elements: (1) the construction of the total molecular
wave function, (2) the formulation of an effective Hamiltonian, and (3) the reduction of
computational costs in electronic integral evaluation.8–10,38 We first briefly summarize the
X-Pol method for the case in which all fragments are treated at the same self-consistent field
(SCF) level, and discuss some methods that can be used to include exchange, dispersion and
charge transfer contributions. Then, we describe the procedure for a multilevel X-Pol
approach with mixed theoretical levels, focusing our attention on post-SCF methods.
Throughout this paper, we consider systems that do not have covalent bond connections
between different fragments, but the generalization for treating covalently connected
fragments can be achieved using methods described previously,10 in particular by making
use of the generalized hybrid orbital (GHO) scheme developed for combined QM/MM
simulations at various levels of theory.55–59
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2.1. The X-Pol Method
In X-Pol, a macromolecular system is partitioned into N monomer blocks, also called
fragments, and the total wave function Ψ of the system is written as a Hartree product of the
antisymmetric wave functions of individual fragments:8

(1)

where ΨA is the wave function of fragment A, which may be approximated by a single
determinant or by a multi-configurational wave function. The wave functions for different
monomers do not have to be approximated using the same method or represented at the
same level of theory.

The effective X-Pol Hamiltonian for the system is

(2)

where  is the electronic Hamiltonian for an isolated fragment A, and 
represent electrostatic and exchange-dispersion (XD) interactions between fragments A and

B.8,10,38 The interaction Hamiltonian  depends on both electronic and nuclear degrees of
freedom, and it can be viewed as an electrostatic embedding of the QM fragment A in the
external field of fragment B:

(3)

where MA and NA are, respectively, the number of electrons and nuclei of fragment A,

 are the corresponding positions for electron i and nucleus α,  is a nuclear

charge, and  is the electrostatic potential at  due to the external charge density of
fragment B:

(4)

where  is the total charge density of fragment B,

including both the smooth electron density  and the nuclear charges  at . In

the present multilevel X-Pol, the embedding potential  is modeled by partial atomic

charges  derived from the corresponding charge density, , for example by
population analysis (Mulliken or Löwdin charges) or by electrostatic potential fitting
(CHELPG or Merz-Kollman schemes), and this simplifies it to

(5)

The theory can be extended to use higher multipole moments60 or even the full charge
distribution of the fragments (eq 4) to compute the electrostatic potential,61 but that will not
be considered here.
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The total X-Pol energy is given as follows:

(6)

where EA is the energy of fragment A (note that EA is different from the gas-phase energy

 because the wave function ΨA has been polarized by the rest of the system in X-Pol), and

 is the electrostatic interaction energy between fragments A and B, akin to that
used in a QM/MM method.43–44

The energy term  in eq 4 accounts for the effects of the approximation used in eq 1,
which by construction neglects short-range exchange repulsion and long-range dispersion
interactions as well as charge transfer contributions. In the original X-Pol method,8,10

exchange repulsion is represented by a pairwise  dependence and the attractive non-

covalent interaction by a pairwise  term as in the Lennard-Jones potential, where RIJ is
an interatomic distance. In the present study, an exponential function for the repulsion, as in
the Buckingham potential is used:

(7)

where the parameters AIJ, AIJ, and CIJ are determined using standard combining rules from
atomic parameters such that AIJ = (AIAJ)1/2, BIJ = (BI + BJ)/2, and CIJ = (CICJ)1/2.

The effect of charge transfer is modeled indirectly. The strict block localization of molecular
orbitals within individual monomers in X-Pol does not allow charge delocalization between
different fragments (unless one uses a grand canonical formulation, which is not employed
here).31 At distances longer than hydrogen bonding range, it is often a good approximation
to neglect charge transfer, and interfragment electrostatic interactions can then be adequately
described by the electrostatic embedding scheme43–44 using the Coulomb potential (eq 5).
However, at short interfragment distances where there is significant orbital overlap, one
needs to take into account the energy component due to charge delocalization (sometimes
also called charge transfer).30–31,61 In the present work, we account for charge transfer only
empirically, in particular (in the spirit often used in molecular mechanics)62 by modeling the
charge delocalization energy with enhanced electrostatic polarization. Consequently, the

electrostatic potential  in eq 5 is recognized as an effective potential that mimics both
long-range Coulomb (electrostatic) interactions and short-range charge delocalization
contributions, and this can be achieved to some extent by optimizing the parameters in the

 term (eq 7) and possibly the charge model63  (eq 5) to best reproduce
hydrogen bonding interactions for a set of bimolecular complexes38 (however such
optimization is beyond the scope of the present article).

Beyond the empirical approximations, a variational many-body expansion approach in X-
Pol has been described, which includes exchange repulsion, charge delocalization and
dispersion terms explicitly.64 Individually, one way to improve on the repulsive potential is
to antisymmetrize the X-Pol Hartree-product wave function;61,65–68 this yields X-Pol with
full eXchange, called X-Pol-X.69 When the monomers are treated by Hartree-Fock theory,
this calculation can be accomplished by using the formalisms of block-localized wave
function (BLW)61,67–68 or the SCF-MI method,65 and this procedure has been extended to
density functional theory.29–30,42 To treat dispersion interactions, multiconfigurational
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methods and perturbation theories can be used; for example, one can adopt symmetry
adapted perturbation theory (SAPT) as a post-SCF correction to the X-Pol energy,70 as has
been done recently by Jacobson and Herbert.22 Both exchange-repulsion and dispersion
interactions are of short range on the length scale of solutions and biopolymer systems, and
only the close neighbors need to be explicitly considered.69

Charge delocalization effects can also be estimated using a grand canonical ensemble,31 or
by using the method of interaction energy expansion introduced by Stoll and Preuss,71

which has been adopted by Kitaura and coworkers in a fragment molecular orbital
implementation.11 Of course, a straightforward way of including charge delocalization
effects is to use larger fragments that include charge transfer partners.28 Another approach,
which has been recast in several ways, is the molecular fractionation with conjugated caps
(MFCC) approach by Zhang and coworkers.13,72 In MFCC, the individual fragments are
capped with a structure representative of the local functional group of the original system,
and the total energy is obtained by subtracting the energies that account for the common
fragments used in the “caps”.73–74 In both cases, the total energy can be conveniently
determined using this addition-subtraction scheme; however, the total molecular wave
function is no longer available, making energy gradient calculations more challenging. In
this regard, we have developed a generalized explicit polarization (GX-Pol) method on the
basis of a multiconfiguration self-consistent field (MCSCF) wave function that makes use of
dimeric, charge-delocalized fragments.30,75 In the present study, we do not include the
explicit treatment of charge delocalization energy, but this can be addressed in a separate
study.

2.2. Multilevel X-Pol
The method outlined in the previous section has been implemented with all fragments
treated at the same theoretical level (semiempirical,8,10,37 Hartree-Fock (HF), or density
functional theory (DFT)38). Here, we consider a system partitioned into N fragments, of
which N' fragments are treated by a method denoted as high level (HL) and the remainder N
− N' fragments are modeled with a different approach specified as low level (LL). The
former fragments are called HL fragments, and the latter are called LL fragments.
Generalization to any number of levels is straightforward, but for convenience, we restrict
the following discussions to two levels. This division highlights the need for high accuracy
in a small (HL) region of interest, such as the solute molecule in a solution or the active site
of an enzyme, while retaining the need for a computationally efficient way to include
polarization effects in the remainder of the system. In the present illustration of the method,
the LL method is restricted to either HF or DFT.

A variety of methods can be used for fragments in the HL region, and they are divided into
two categories: SCF and post-SCF. For methods such as DFT and multiconfiguration SCF
(MCSCF), the treatment is the same as described previously38 for single-level X-Pol based
on ab initio Hartree-Fock calculations or DFT. The second category includes post-SCF
methods such as configuration interaction (CI), coupled cluster (CC) and Møller-Plesset
(MP) perturbation theory; when such methods are employed for HL fragments, the total X-
Pol energy is written as

(8)

where  is the SCF energy of the reference wave function,  is the post-SCF

correction for fragment A, and  are the total SCF energy and the total post-
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SCF correlation energy. Note that the SCF energy  can be obtained either from a single
determinant reference wave function in a CI, CC, or MP2 calculation or a multiconfiguration
wave function in multireference CI, or CASPT2, etc. calculations. The main difference of
this energy expression from that of eq 6 is that the total multilevel X-Pol energy is no longer
written as the expectation value of an X-Pol wave function.

In using eq 8, the computation involves an initial optimization of the X-Pol SCF wave
function, followed by determining the post-SCF energy corrections for fragments in the HL
region. In the SCF procedure, the charge densities of the HL fragments that polarize other
fragments are the response densities corresponding to the post-SCF calculation.76–78 The
response density (which is also called the generalized density and relaxed density) is the
sum of the SCF density and the relaxation density due to the post-SCF procedure, which is
obtained using the Z-vector method,79 including a single coupled perturbed HF calculation
for the occupied and virtual molecular orbital (MO) block, independent of the specific post-
SCF method.77 The response density procedure allows the use of methods (such as MP
perturbation theory) for which the energy does not correspond to a wave function
expectation value; it is also more accurate for computing one-particle properties using CC
and other post-SCF methods. The response density is obtained by adding the relaxation
density to the SCF density and transforming into the atomic basis for population analysis
and computation of one-particle properties including the electrostatic potential:

(9)

where  are the SCF and relaxation densities for fragment A in the HL
region. If Mulliken population analysis (MPA) is used,80 the partial atomic charges in eq 8
for HL fragments can be written as

(10)

The elements of the effective Hamiltonians (Fock or Kohn-Sham matrices), both for the HL
and LL fragments, in a multilevel X-Pol method can be written similarly as22,81

(11)

where  the Fock matrix element for an isolated fragment A,  is the partial charge on

atom b in fragment B and it is understood that  for fragments in the HL region, 
is the matrix of the pair potential in atomic basis as defined by

(12)

and  is a vector arising from the derivative of the interaction energy with respect to partial
atomic charge of atom a:

(13)
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Note that the notation  is defined as .
The elements of the response density matrix, ΛA, are given by

(14)

where  is the atomic charge on atom a, and  is an element of the density matrix of
fragment A in the SCF optimization of the X-Pol fragment wave function. The charge
derivatives have been given for a number of charge models.22,81 The interpretation of eqs
11–14 is that the wave functions for all fragments are optimized at the SCF level, but their

polarization, by virtue of setting , includes contributions from
the relaxation density corresponding to the post-SCF energy in the HL region.

2.3. Iterative Updating (IU) Method
In the standard X-Pol method, the SCF wave function of eq 1 is optimized variationally by
using eq 11.81 An alternative way of optimizing the SCF wave function, which is non-
variational, is to consider each fragment as an isolated molecule embedded in the
electrostatic field of the rest of the system. Then, the Fock matrix for each fragment can be
written separately as follows:8–10

(15)

where FA,o is the Fock matrix of fragment A,  is a column vector of atomic charges of

fragment B stretched to the dimension of the orbital basis and  is the matrix of pair
potential (eq 12). The total electronic energy of the system can then be determined
iteratively by a double self-consistent-field (DSCF) procedure.8–10,82 Starting with an initial
guess of the one-electron density matrix for each fragment, one loops over all fragments in
the system and performs SCF optimization of the wave function for each fragment in the

presence of the instantaneous external charges of all other fragments (through ). This is
iterated (the SCF for the system) with an updated external potential until the total electronic
energy and the charge density are converged. This iterative updating (IU) procedure is
straightforward and was the approach proposed for fragment calculations in Ref. 8 and
adopted in the subsequent FMO implementation.11,83 Such an iterative updating procedure
can be found in many applications both in electronic structure theory82 and combined QM/
MM approaches that include MM polarization.45 A main short coming of the above
approach is that the Fock matrix in eq 15 is not variationally optimized,18,81 and it is not
suitable for efficiently computing energy gradients. In this study, we use the superscript IU
for the non-variational iterative updating procedure in eq 15, and simply Xpol for the
variational method employing eq 11.

Note that both the sequential and variational optimization of the X-Pol wave function can be
carried out by DSCF iterations, although they can also be done, if desired, as a single large
SCF problem. In the illustrations of the multilevel X-Pol method presented below, we will
we compare the energy difference between the two optimization procedures.

3. Computational details
The goal of this study is to illustrate that the multilevel X-Pol fragment-based quantum
mechanical model can be implemented with an arbitrary combination of different electronic
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structural methods for different fragments. The X-Pol method has been implemented into a
locally modified version of the Gaussian-09 program.47 In this program, the response
density78 can be computed for a range of post-SCF methods, including MPn, QCISD, CCD,
CCSD, CID, CISD, BD, and SAC-CI,47 thus, any of these—as well as SCF methods—can
be used to represent a given fragment in multilevel X-Pol.

We choose two hydrogen bonding complexes, (1) acetic acid (fragment A) and water
(fragment B), and (2) H5O2

+ (fragment A) and four water molecules (four water fragments
as B for a total of five fragments). The complexes and monomer structures are optimized
using the hybrid M06/MG3S DFT, which are then used in all subsequent single-point energy
calculations with various multilevel X-Pol methods. In the present study, we have used the
hybrid density functional theory M06, second order Møller-Plesset perturbation theory
(MP2), and coupled-cluster with singles and doubles (CCSD) method for acetic acid and the
H5O2

+ ion, and we employed Hartree-Fock (HF), B3LYP84 and M0685 density functional
method for water. In all X-Pol calculations, the 6-31G(d) basis set was used.

The binding energy ΔEb for the complex is defined as

(16)

In X-Pol, the binding energy can be decomposed into an intramolecular distortion term
ΔEdist, including both the energy change due to geometric variation and the energy cost
needed to polarize the electron density, and an intermolecular interaction
contribution.30,43,61 The latter can be further separated into an electrostatic component ΔEint
and an exchange-dispersion energy term ΔEXD. In this energy decomposition scheme, we
rewrite eq 16 as

(17)

These terms are defined as follows:

(18)

where EA and  are the intra-monomer components of the energies of monomer A in the
complex or in isolation,

(19)

and

(20)

where  is the interaction energy between monomers A and B, and  is the
electrostatic interaction energy of the “QM” fragment X polarized by the external potential

of monomer Y. Although  describe the same interaction between
monomers X and Y, they are not symmetric unless the same theoretical model is used for
both monomers and the Coulomb integrals are explicitly computed over all basis functions.
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For convenience of discussion, we also define the total electrostatic component of binding
energy as

(21)

4. Results and discussion
Tables 1 shows the computed electrostatic interaction energies between acetic acid and
water for the optimized configuration shown in Figure 1 using the sequential optimization
approach in multilevel X-Pol. Two charge models are used in this work, those from
Mulliken population analysis (MPA) and those from Merz-Kollman electrostatic potential
fitting (MK). The corresponding results obtained using variational optimization in multilevel
X-Pol are given in Table 2. In this case, only the MPA charges are used.

The total interaction energy between an acetic acid and a water molecule at the
configuration shown in Figure 1 is −6.9 kcal/mol from M06/MG3S optimization, which is
reduced slightly to −6.6 kcal/mol using CCSD(T)/MG3S//M06/MG3S. The electrostatic
interaction energy from X-Pol by iterative updating method using M06/6-31G(d) for both
fragments is −7.7 kcal/mol when the MPA charges are used, and it is reduced to −7.0 kcal/
mol when the MK charges are used. With a different combination in the multilevel X-Pol
method in which acetic acid is treated by CCSD(T) and water by M06, the computed
electrostatic interaction energies are −7.6 and −7.2 kcal/mol with the MPA and MK charges,
respectively, similar to the single level results. Switching to the variational X-Pol method,
we obtained an electrostatic interaction energy of −9.0 kcal/mol using the M06
representation of both monomers and the MPA charges. In this case, the variational
optimization of the Kohn-Sham orbitals lowers the energy by 1.8 kcal/mol for this
bimolecular complex. Similar trends are found in other multilevel X-Pol combinations in
Table 2. The results in Table 1 do not include the exchange repulsion energy, charge transfer
contributions, or correlation effects that result from wave function delocalization in a full
KS-DFT calculation. The latter two effects are not fully separable in energy decomposition
analyses, but both make stabilizing contributions to the bimolecular complex, which tend to
partially compensate the strong exchange repulsion energies. If we optimize the empirical
parameters in eq 7 for the M06 and B3LYP combination in multilevel X-Pol, we obtained a
energy of of 2.1 kcal/mol for the ΔEXD term, which is applied to all multilevel X-Pol
methods in Table 2 to yield the total binding energies ΔEb.

Table 1 shows that the MPA charges tend to provide stronger electrostatic polarization effect
than do the MK charges. This results in overall interaction energies that are greater in

magnitude. Both  describe the electrostatic interaction energy between
fragments A and B, but they differ numerically because the former specifies embedding of

fragment A in the classical field of fragment B whereas  gives the embedding
energy of fragment B in the electrostatic field of fragment A. Across the series of five

different combinations shown in Tables 1, the computed  values are greater than the

 terms by using IU optimization of the wave function within an electrostatic
embedding picture; however, the ordering is reversed in the variational X-Pol method.
Furthermore, the electrostatic polarization is significantly stronger by variational
optimization than by IU optimization of the wave function, both in single level and in

multilevel X-Pol. On one hand, the difference between the  terms
highlights the asymmetry in the representation of two fragments in a QM/MM type of
treatment, and the average of the two terms is defined as the X-Pol dimer interaction energy
(eq 20).8–9 On the other hand, the difference between the IU and variational optimization
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procedures for the X-Pol wave function shows the importance of correctly accounting for
the mutual polarization effects among different fragments that minimize the adiabatic
ground state energy. Note that few existing fragment-based methods optimize the fragment
wave functions variationally.

Table 3 gives the interaction energies between the Zundel ion H5O2
+ and four water

molecules computed with various theoretical models using the optimized structure with
M06/MG3S86 (Figure 2). The optimized structure for the complex is very similar to that
optimized using B3LYP/6-311+G(dp) from ref 87.

It is interesting to first compare various methods of estimating the exchange repulsion–
dispersion contributions to the energy of binding in this case. The exchange repulsion
energy can be obtained as the difference between the energy from the antisymmetrized X-
Pol wave function and that from the X-Pol at the Hartree-Fock level. We found that the
results depend noticeably on the basis set and the charge model used for electrostatic
coupling between different fragments (eq 11). The estimated exchange energies are 30.0 and
28.5 kcal/mol using iterative updating optimization in X-Pol with the MK and MPA charges,
respectively. This increases to 35.8 kcal/mol using the variational X-Pol wave function and
the MPA charges. In these cases, the 6-31G(d) basis is used.

To gain more insights into the magnitude of the contributions from inter-monomer
exchange, dispersion and charge transfer on the hydrogen bonding interactions in the Zundel
ion complex, we have carried out an interaction energy decomposition analysis using the
block-localized wave function method (BLW-ED) using a larger basis set.30,61 At the HF/
aug-cc-pVDZ level, the exchange repulsion and charge transfer contributions to the energy
of binding are estimated to be 38.8 and −13.3 kcal/mol, respectively, for a net contribution
of 25.5 kcal/mol, and the total binding energy is −62.4 kcal/mol. If one uses the difference
between the CCSD(T) binding energy (−69.7 kcal/mol) and that at the HF level (−62.4 kcal/
mol) as a rough estimate of the dispersion contribution, a value of −7.3 kcal/mol is obtained.

Then, the overall  term including the effect of charge transfer may be estimated as 18.2
kcal/mol (that is, 25.5 minus 7.3 kcal/mol).

We optimized the Lennard-Jones parameters separately for the oxonium ion system with the
M06 density functional for H5O2

+ and the B3LYP functional for (H2O)4, and we obtained
AOO = 1.5221×105 kcal/mol, BOO = 3.754 Å, and COO = 756.3 Å6 kcal/mol for the
Buckingham potential (eq 7). Then, eq 7 yields a value of 18.4 kcal/mol for ΔEXD, in good
agreement with the above analysis. Although the ΔEXD term ought be reoptimized for each
multilevel X-Pol model, we have used to same Buckingham energy for all combinations
listed in Table 3, and the total binding energies in the last column of Table 3 are reasonable
in comparison with the CCSD(T) value (at the M06/MG3S geometry) of −69.7 kcal/mol.
For comparison, the corresponding multilevel X-Pol values without inclusion of the ΔEXD
term are significant greater than the full QM result, ranging from −83 to −92 kcal/mol.

For multilevel X-Pol in which both HL and LL energies are obtained at the SCF level, the
energy of binding from the variational approach will be more negative than that obtained
using the non-variational (iterative updating) procedure, which is also used in the fragment
molecular orbital model.11–12 The results using the M06 density functional for the HL
fragment in Table 3 are indeed consistent with this expectation. However, if the HL energy
is determined by a post-SCF theory as in MP2 and CCSD calculations in Table 3, there is no
guarantee that the “variational” multilevel X-Pol energy is lower than that of the IU
optimization result because only the reference wave function used in the post-SCF
calculation is optimized. This is seen in the CCSD and M06 combination, which yields a
binding energy smaller than that from the IU optimization method (both using the MPA
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charges). The reference wave functions for the individual fragments are more strongly
distorted than in other cases.

5. Concluding remarks
The explicit polarization (X-Pol) method is a fragment-based quantum mechanical method,
in which a macromolecular system is partitioned into monomer fragments and the total
molecular wave function is written as a Hartree product of the antisymmetric wave functions
for individual fragments. In the present study, a general formulation is presented to treat
different fragments with different electronic structure methods. The current implementation
of the multilevel X-Pol method in Gaussian-09 allows any method available in that program
to be used to describe a given fragment. The key to the implementation is using the response
density to compute the electrostatic coupling (and mutual polarization), in particular by
using the response density in population analyses or in an electrostatic potential charge
fitting procedure.

The computational method is illustrated by calculations on two hydrogen bonding
complexes involving acetic acid and water, and the H5O2

+ ion and four water molecules.
Acetic acid and H5O2

+ are treated using M06, MP2 and CCSD as the high-level theory, and
these methods are paired with one of HF, M06 and B3LYP as the lower-level method. The
present multilevel X-Pol method can be used to treat a small region of the system, such as
the solute molecule in solution or the active site of an enzyme, with a high-level theory, and
the remainder of the system with a more computationally efficient method.
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Figure 1.
Schematic illustration of the optimized configuration of acetic acid and water using M06/
MG3S.
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Figure 2.
Fragment partition of the H5O2

+(H2O)4 cluster optimized at the M06/MG3S.

Wang et al. Page 15

J Phys Chem B. Author manuscript; available in PMC 2013 June 14.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Wang et al. Page 16

Ta
bl

e 
1

C
om

pu
te

d 
bi

nd
in

g 
en

er
gi

es
 a

nd
 e

ne
rg

y 
co

m
po

ne
nt

s 
(k

ca
l/m

ol
) 

be
tw

ee
n 

ac
et

ic
 a

ci
d 

(A
) 

an
d 

w
at

er
 (

B
) 

us
in

g 
ite

ra
tiv

e 
ch

ar
ge

-u
pd

at
in

g 
op

tim
iz

at
io

n 
in

m
ul

til
ev

el
 X

-P
ol

. T
he

 6
-3

1G
(d

) 
ba

si
s 

se
t i

s 
us

ed
 in

 a
ll 

ca
lc

ul
at

io
ns

 a
t t

he
 M

06
/M

G
3S

 o
pt

im
iz

ed
 g

eo
m

et
ri

es
.

A
B

Δ
E

di
st

Δ
E

in
t

Δ
E

ba

X
-P

ol
 o

pt
im

iz
at

io
n 

by
 it

er
at

iv
el

y 
up

da
tin

g 
M

K
 c

ha
rg

es

M
06

M
06

1.
4

−
9.

1
−

7.
8

−
8.

4
−

7.
0

M
06

B
3L

Y
P

1.
4

−
8.

9
−

7.
6

−
8.

2
−

6.
8

M
06

H
F

1.
6

−
9.

4
−

8.
2

−
8.

8
−

7.
2

M
P2

H
F

1.
2

−
8.

8
−

7.
8

−
8.

3
−

7.
1

C
C

SD
M

06
1.

0
−

8.
7

−
7.

7
−

8.
2

−
7.

2

X
-P

ol
 o

pt
im

iz
at

io
n 

by
 it

er
at

iv
el

y 
up

da
tin

g 
M

PA
 c

ha
rg

es

M
06

M
06

1.
5

−
9.

6
−

8.
7

−
9.

2
−

7.
7

M
06

B
3L

Y
P

1.
5

−
9.

2
−

8.
5

−
8.

8
−

7.
3

M
06

H
F

1.
8

−
10

.2
−

9.
2

−
9.

7
−

7.
9

M
P2

H
F

1.
3

−
9.

5
−

8.
4

−
9.

0
−

7.
7

C
C

SD
M

06
1.

1
−

9.
1

−
8.

3
−

8.
7

−
7.

6

Fu
ll 

w
av

e 
fu

nc
tio

n 
ca

lc
ul

at
io

n 
w

ith
ou

t f
ra

gm
en

ta
tio

n

M
06

b
−

6.
9

C
C

SD
(T

)b
−

6.
6

a Fo
r 

th
e 

pu
rp

os
es

 o
f 

th
is

 ta
bl

e,
 th

e 
m

ul
til

ev
el

 X
-P

ol
 c

al
cu

la
tio

ns
 o

f 
Δ

E
b 

ar
e 

se
t e

qu
al

 to
 Δ

E
el

e,
 th

at
 is

, t
he

y 
in

cl
ud

e 
th

e 
ch

an
ge

 in
 in

tr
am

on
om

er
 e

ne
rg

y 
an

d 
th

e 
el

ec
tr

os
ta

tic
 in

te
ra

ct
io

n 
en

er
gy

 b
ut

 n
ot

 th
e

in
te

rm
on

om
er

 e
xc

ha
ng

e 
re

pu
ls

io
n 

an
d 

di
sp

er
si

on
 te

rm
s

b C
om

pu
te

d 
us

in
g 

th
e 

M
G

3S
 b

as
is

 s
et

 a
t t

he
 M

06
2X

/M
G

3S
 g

eo
m

et
ri

es
.

J Phys Chem B. Author manuscript; available in PMC 2013 June 14.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Wang et al. Page 17

Ta
bl

e 
2

C
om

pu
te

d 
bi

nd
in

g 
en

er
gi

es
 a

nd
 e

ne
rg

y 
co

m
po

ne
nt

s 
(k

ca
l/m

ol
) 

be
tw

ee
n 

ac
et

ic
 a

ci
d 

(A
) 

an
d 

w
at

er
 (

B
) 

us
in

g 
th

e 
va

ri
at

io
na

l m
ul

til
ev

el
 X

-P
ol

. T
he

6-
31

G
(d

) 
ba

si
s 

se
t i

s 
us

ed
 in

 a
ll 

ca
lc

ul
at

io
ns

 a
t t

he
 M

06
/M

G
3S

 o
pt

im
iz

ed
 g

eo
m

et
ri

es
.

A
B

Δ
E

di
st

Δ
E

in
t

Δ
E

el
e

Δ
E

X
D

a
Δ

E
b

X
-P

ol
 b

y 
va

ri
at

io
na

l o
pt

im
iz

at
io

n 
w

ith
 M

PA
 c

ha
rg

es

M
06

M
06

2.
8

−
10

.1
−

13
.5

−
11

.8
−

9.
0

2.
0

−
7.

0

M
06

B
3L

Y
P

2.
6

−
9.

7
−

13
.0

−
11

.3
−

8.
7

2.
0

−
6.

7

M
06

H
F

3.
1

−
10

.7
−

14
.2

−
12

.5
−

9.
4

2.
0

−
7.

4

M
P2

H
F

4.
3

−
11

.5
−

13
.1

−
12

.3
−

8.
0

2.
0

−
6.

0

C
C

SD
M

06
3.

8
−

11
.0

−
12

.6
−

11
.8

−
8.

0
2.

0
−

6.
0

Fu
ll 

w
av

e 
fu

nc
tio

n 
ca

lc
ul

at
io

n 
w

ith
ou

t f
ra

gm
en

ta
tio

n

M
06

a
−

6.
9

C
C

SD
(T

)b
−

6.
6

a T
he

 e
xc

ha
ng

e-
di

sp
er

si
on

 e
ne

rg
y 

is
 e

st
im

at
ed

 u
si

ng
 th

e 
B

uc
ki

ng
ha

m
 te

rm
s 

w
ith

 th
e 

pa
ra

m
et

er
s 

A
O

O
 =

1.
52

21
×

10
5  

kc
al

/m
ol

, B
O

O
 =

 3
.7

54
 Å

−
1 ,

 a
nd

 C
O

O
 =

 7
56

.3
 Å

6  
kc

al
/m

ol
 f

or
 o

xy
ge

n,
 a

nd
 A

C
C

 =

2.
50

17
8 

×
10

6  
kc

al
/m

ol
, B

C
C

 =
 4

.3
84

 Å
−

1 ,
 a

nd
 C

C
C

 =
 1

53
3.

1 
Å

6  
kc

al
/m

ol
 f

or
 c

ar
bo

n.

b C
om

pu
te

d 
at

 C
C

SD
(T

)/
M

G
3S

//M
06

2X
/M

G
3S

.

J Phys Chem B. Author manuscript; available in PMC 2013 June 14.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Wang et al. Page 18

Ta
bl

e 
3

C
om

pu
te

d 
bi

nd
in

g 
en

er
gi

es
 a

nd
 e

ne
rg

y 
co

m
po

ne
nt

s 
(k

ca
l/m

ol
) 

be
tw

ee
n 

H
5O

2+
 a

nd
 (

H
2O

) 4
 u

si
ng

 th
e 

ite
ra

tiv
e 

ch
ar

ge
-u

pd
at

in
g 

op
tim

iz
at

io
n 

an
d

va
ri

at
io

na
l m

ul
til

ev
el

 X
-P

ol
 m

et
ho

ds
. T

he
 6

-3
1G

(d
) 

ba
si

s 
se

t i
s 

us
ed

 in
 a

ll 
ca

lc
ul

at
io

ns
 a

t t
he

 M
06

/M
G

3S
 o

pt
im

iz
ed

 g
eo

m
et

ri
es

.

H
5O

2+
(H

2O
) 4

Δ
E

di
st

Δ
E

in
t

Δ
E

el
e

Δ
E

X
D

Δ
E

b

X
-P

ol
 o

pt
im

iz
at

io
n 

by
 it

er
at

iv
el

y 
up

da
tin

g 
M

K
 c

ha
rg

es

M
06

M
06

11
.4

−
10

0.
5

−
89

.1
18

.4
−

70
.7

M
06

B
3L

Y
P

11
.4

−
99

.0
−

87
.7

18
.4

−
69

.3

M
06

H
F

11
.3

−
10

3.
3

−
92

.0
18

.4
−

73
.6

M
P2

H
F

10
.9

−
10

3.
8

−
92

.9
18

.4
−

74
.5

C
C

SD
M

06
11

.1
−

10
0.

6
−

89
.5

18
.4

−
71

.1

X
-P

ol
 o

pt
im

iz
at

io
n 

by
 it

er
at

iv
el

y 
up

da
tin

g 
M

PA
 c

ha
rg

es

M
06

M
06

11
.5

−
99

.0
−

87
.5

18
.4

−
69

.1

M
06

B
3L

Y
P

11
.4

−
96

.6
−

85
.2

18
.4

−
66

.8

M
06

H
F

11
.4

−
10

3.
1

−
91

.7
18

.4
−

73
.3

M
P2

H
F

11
.1

−
10

3.
7

−
92

.7
18

.4
−

74
.3

C
C

SD
M

06
11

.2
−

99
.2

−
88

.0
18

.4
−

69
.6

X
-P

ol
 b

y 
va

ri
at

io
na

l o
pt

im
iz

at
io

n 
w

ith
 M

PA
 c

ha
rg

es

M
06

M
06

10
.7

−
10

1.
7

−
91

.0
18

.4
−

72
.6

M
06

B
3L

Y
P

11
.3

−
99

.4
−

88
.1

18
.4

−
69

.7

M
06

H
F

11
.3

−
10

5.
8

−
94

.5
18

.4
−

76
.1

M
P2

H
F

12
.3

−
10

6.
7

−
94

.4
18

.4
−

76
.0

C
C

SD
M

06
18

.5
−

10
2.

4
−

83
.9

18
.4

−
65

.5

Fu
ll 

w
av

e 
fu

nc
tio

n 
ca

lc
ul

at
io

n 
w

ith
ou

t f
ra

gm
en

ta
tio

n

C
C

SD
(T

)a
−

69
.7

a C
om

pu
te

d 
at

 C
C

SD
(T

)/
M

G
3S

//M
06

2X
/M

G
3S

.

J Phys Chem B. Author manuscript; available in PMC 2013 June 14.


