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Abstract
Object—The aim of this paper is to characterize the noise propagation for MRI temperature
change measurement with emphasis on finding the best echo time combinations that yield the
lowest temperature noise.

Materials and methods—A Cramer–Rao lower-bound (CRLB) calculation was used to
estimate the temperature noise for a model of the MR signal in fat–water voxels. The temperature
noise CRLB was then used to find a set of echo times that gave the lowest temperature change
noise for a range of fat–water frequency differences, temperature changes, fat/water signal ratios,
and T2* values. CRLB estimates were verified by Monte Carlo simulation and in phantoms using
images acquired in a 1.5 T magnet.

Results—Results show that regions exist where the CRLB predicts minimal temperature
variation as a function of the other variables. The results also indicate that the CRLB values
calculated in this paper provide excellent guidance for predicting the variation of temperature
measurements due to changes in the signal parameters. For three echo scans, the best noise
characteristics are seen for TE values of 20.71, 23.71, and 26.71 ms. Results for five and seven
echo scans are also presented in the text.

Conclusion—The results present a comprehensive analysis of the effects of different scan
parameters on temperature noise, potentially benefiting the selection of scan parameters for
clinical MRI thermometry.
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Introduction
To acquire more extensive thermometry in clinical heating applications, a number of
research groups have demonstrated that magnetic resonance thermal imaging (MRTI) is
effective and accurate for noninvasively assessing temperature changes in tissues associated
with absorption of nonionizing radiation [1–7]. The most widely adopted MRTI method
used to measure temperature changes is the proton resonant frequency shift (PRFS) method.
The PRFS method measures changes in the proton resonance frequency of tissue (typically
0.01 ppm/°C in muscle [8]) and correlates it to temperature change. However, this method
can have significant error in fatty tissues, such as the breast or liver. Since the fat frequency
does not change compared to that of water, the PRFS change in a voxel depends on the fat to
water (f/w) ratio, leading to errors if the f/w ratio is not taken into consideration.

Several methods have been proposed to deal with the errors caused by fat signal, including
fat suppression [9–11], spectroscopy [12–14], and multi-echo fitting [15–17]. Multi-echo
fitting methods (such as IDEAL [18]) have been used to create water-only images that can
then be used to calculate temperature changes using normal PRFS techniques [15]. Other
multi-echo methods directly fit for temperature change while accounting for the fat in the
voxel [19]. While multi-echo fitting requires increased scan time and computation compared
to fat suppression techniques, it provides the added benefit of fitting for the local magnetic
(B0) field. These field values can provide references for correction of field changes within
both fat and water-rich tissue [20]. However, the effectiveness of these multi-echo
techniques to fit for temperature change is heavily dependent on what echo times are
sampled and the composition of the tissue. Experiments have been performed with
phantoms, but only using echo times optimized for estimating the f/w magnitudes, not for
temperature change.

Since accurate temperature measurement is needed for clinical applications, the intent of this
study was to calculate echo times that optimize a multi-echo fitting method to obtain the
minimum temperature change noise, i.e., we wish to maximize the temperature change
signal-to-noise ratio. These values can be found using Monte Carlo simulations, but this can
be time consuming, particularly given the parameter space examined in this paper.
Alternatively, the Cramer–Rao lower bound (CRLB) can be used to theoretically calculate
the temperature noise using much less computational time. The CRLB is the lower bound on
the variance of an unbiased estimate [21,22]. An unbiased estimator is one in which the
expected value of the variable (typically the mean) equals the true value.

CRLB analyses have been performed for multi-echo fitting techniques [17,23]. In the case of
Li et al., a temperature noise CRLB value can be determined. While that work was a good
demonstration of the usefulness of the CRLB in predicting temperature noise, it used a
simple two-peak signal model, when many other studies have shown the need to account for
the multiple peaks of fat in water-fat fitting experiments. As demonstrated in this study, the
inclusion of multiple peaks of fat induces small changes in the temperature noise CRLB.
However, these changes can be important when analyzing the temperature noise of a MR
sequence for use in thermometry of hyperthermia. Previous studies also did not examine the
relation between the CRLB and imaging parameters in detail, instead focusing solely on the
first echo time.

In this study, a temperature noise CRLB model is developed that includes multiple fat peaks
that is compared to a single-peak model. Additional parameters not previously investigated
including the fat/water (f/w) ratio, T2* of water and fat, TE values of each echo, and the
magnitude of temperature change are also investigated. The parameters were also examined
concurrently, providing a more robust examination of their effects on the temperature noise.
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Finally, temperature noise measurements in fat–water phantoms were compared to the
CRLB calculations. This was briefly investigated by Li et al., but with poor agreement for
only one set of TE values. In this study, we aim to confirm the CRLB at many sets of TE
values and use the multi-peak CRLB to provide good agreement between expected and
measured temperature noise.

Background and theory
Our water and fat model contained three fat peaks such that the MR signal from a voxel
containing both water and fat would be:

(1)

where Awater and Afat are the TE = 0 (complex valued) amplitudes at the TR of interest for

water and fat, respectively.  and  are the T2* values for water and fat, respectively, α
is the PRFS thermal coefficient (0.01 ppm/°C), f0 is the imaging frequency at 1.5 T (63.87
MHz), Δffw are the frequency differences between the fat peaks and the water peak at a
“baseline” temperature, Tb, ψ is the offset from the imaging frequency (magnetic field
inhomogeneity affecting both fat and water in a voxel), and ε is Gaussian noise with mean =

0 and variance = . β is the relative ratio of the area of each fat peak=compared to the area
of all fat peaks combined, with all values adding up to 1. The echo number is n, for which
there are a total of N echo times, ie, n = 1, 2,…, N. The set of echoes described by s(n) is
referred to as an Echo Sampling Group (ESG). Finally, ΔT is the temperature change from
the baseline temperature at which the fat–water frequency differences φfw would be
measured. Theoretically, absolute temperature can be measured by fitting for ΔT for a
known set of Tb and φfw, giving the measured temperature T = Tb + ΔT. While many groups
have used single-peak model for fat, a number of reports have demonstrated the
improvements in water-fat image separation gained by using a multi-peak representation of
fat [24,25].

A matrix representation of the signal in Eq. 1 was derived and used to find the Fisher
Information Matrix (FIM) using methods described by Pineda et al. [23]. These derivations
can be found in the “Appendix”. The temperature variance calculated from the CRLB was
obtained by calculating the diagonal elements of the FIM. This variance is valid for cases
involving the calculation of temperature change (ΔT) from one set of TE images. However,
in this study we assume that any given ΔT will need to have a baseline ΔTb subtracted, and
thus measurements at two time points were used to calculate temperature change. Thus, the
temperature variance CRLB was calculated twice, with the first calculation having zero
temperature change (but subject to noise) and the second calculation having a nonzero
temperature change (also subject to noise) but with all other parameters the same. The
variance was then converted to a standard deviation to provide a conventional expression of
the error. This standard deviation is referred to as the temperature noise CRLB.

Materials and methods
Parameterization of echo times

For ease of notation, the echo times used were parameterized with three variables, all related
to the phase angle between the water and fat signals. The starting angle is the angle between
water and fat at the first TE value. The separation angle is the angle between water and fat
that is added to the starting angle for each subsequent TE value. Lastly, the rotation number

Wyatt et al. Page 3

MAGMA. Author manuscript; available in PMC 2013 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



is how many full 360° rotations have occurred between water and fat phases before the
starting angle. The equation used to calculate the TE values is shown below in Eq. 2.

(2)

For all the TE values in this paper, the φfw1 was assumed to be 222 Hz (bulk methylene peak
of fat at 1.5 T). A diagram illustrating the relationship between these three variables and the
phase angle between water and fat is shown in Fig. 1.

Comparison of the temperature noise CRLB calculation with Monte Carlo simulation
Temperature noise CRLB values were compared to Monte Carlo simulation results to
provide a check on the accuracy of the CRLB calculations. Because the simulation
calculation time is quite long for a single set of parameters, only a limited range of
parameters was investigated. An iterative nonlinear fitting algorithm based on the
Levenberg-Marquardt fitting method was used to fit for Awater, Afat, temperature change,
and field offset directly by assuming that the signal is described by s(n) (Eq. 1 above). The
algorithm, referred to as NLM-Temp, was programmed in Matlab (The Mathworks, Inc.,
Natick, MA), and each fit was allowed to iterate until it converged to a stable solution.

In the Monte Carlo calculation, for each of a number of ESGs, the NLM-Temp algorithm
was used to calculate temperature, field offset, Awater, and Afat for 5,000 sets of simulated
data each with a different set of noise values for a given ESG with Awater = 5, Afat = 5,

, field offset ψ = −12.5 Hz, and  (SNR = 20 at TE = 0). A three-peak
model for the fat was assumed with one peak at 1.22 ppm (222 Hz at 63.85 MHz), one at
1.96 ppm (175 Hz at 63.85 MHz), and the other at 5.22 ppm (−33 Hz at 63.85 MHz). The
relative ratios (β) of each peak were 0.82, 0.11, and 0.07, respectively (based on measured
ratios of fat peak areas taken from single voxel MR spectroscopy of the peanut oil used in
our actual phantoms). The standard deviation of the calculated temperature was compared to
the CRLB values calculated with the same signal values. The simulation was conducted for
ESGs generated for five starting angles (60°, 120°, 180°, 240°, 300°) and for separation
angles from 1° to 360° incremented by 5°. The mean of the simulated results were also
calculated to compare with the correct variable value to check for areas of bias of the NLM-
Temp algorithm.

Investigation of the temperature noise CRLB of fat–water signals for various effects
As shown in the results section, the Monte Carlo simulations confirmed the accuracy and
regions of applicability of the temperature noise CRLB method. We made use of the
computational efficiency of the temperature noise CRLB method to investigate a wide range
of factors that could affect the temperature measurement error. For all calculations (unless
otherwise noted), φfw1 = − 222 Hz, φfw2 = − 175 Hz, and φfw3 = − 33 Hz, the ratios of each
peak were β1 = 0.82, β2 = 0.11 and β3 = 0.07, rotation = 4 (see below), SNR = 1, Awater/Afat

= 1. , , and ΔT = 10°C. A SNR of 1 was chosen to allow scaling of the
results in this paper to other SNR values. Since the temperature noise CRLB standard
deviation scales linearly with input noise, the standard deviation of other situations can be
obtained by dividing the values in this paper by the input SNR of a given setup. The
following scenarios were investigated.

Single-peak versus multi-peak CRLB models
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• CRLB values for single-peak and multi-peak lipid models were compared at the
same ESGs

Examination of T2* effects

• One ESG was selected for a range of rotation from 0 to 30.

• Starting and separation angles were held constant at 150° yielding a range of TE =
1.9–137 ms as the rotation increased.

•  was kept constant at 40 ms,  was studied for values of 20, 40, and 60 ms.

• Based on a minimum noise value found near rotation = 4, all other simulations
(below) used a rotation = 4 parameter to investigate the best case region.

Effect of starting TE and TE spacing

• Performed to gauge effect of uniform or non-uniform echo spacing on ΔT.

• Uniform TE spacing was tested by varying starting and separation angles from 1° −
360°, stepping by 1°, at a rotation of 4.

• Non-uniform TE spacing was tested by varying starting and separation angles Φ2
and Φ3 (see Fig. 1) from 1° − 360°, stepping by 1°C, independently at a rotation of
4.

• Comparisons were made within and between the uniform and non-uniform results.

Effect of fat–water frequency difference

• Performed based on report by McDannold et al. of frequency difference in breast
between water and bulk methylene peaks from 3 to 3.75 ppm (190–240 Hz at 1.5
T) [26].

• Three φfw1 values were used: 202, 212, and 222 Hz.

• Starting and separation angles were varied from 1° − 360°, stepping by 1°, at a
rotation of 4.

• Relative fat frequency offsets were preserved (φfw1 − φfw2 = −47 Hz and φfw1 −
φfw3 = −255 Hz).

• ΔT was incremented from 0 to 20°C in increments of 5°C for φfw1 = 222 Hz.

Effect of fat/water signal ratio

• Performed due to variability of fat/water ratio in various areas of the body.

• Initially, starting and separation angles were varied from 1° − 360°, stepping by 1°,
at a rotation of 4 for various f/w ratios.

• Based on equivalent noise changes for varying f/w ratios, an in-depth study was
performed on just one starting/separation angle pair.

• Starting and separation angles were set to 150°, rotation 4, while the f/w ratio was
adjusted from 1 to 99% fat signal in increments of 1%.

Combined effect of fat–water frequency difference, fat/water ratio, and temperature change

• Performed to find an “overall” optimized ESG that would minimize the noise
variations seen when each of these three parameters were considered together.

• Starting and separation angles were varied from 1° − 360°, step 1°, at a rotation of
4.
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• φfw1 values were varied from 190–240 Hz, in 1 Hz increments.

• Relative fat frequency offset were preserved (φfw1−φfw2 = −47 Hz and φfw1 − φfw3
= −255 Hz).

• f/w signal ratios were varied from 10–90% fat, in increments of 10%.

• ΔT was varied from 0° − 15°C in 5° increments.

• The standard deviation of all CRLB values for a given ESG was calculated to find
the ESG(s) that had minimum noise variation due all the permutations performed
for the ESG.

Effect of number of echoes used

• Number of echoes were varied from 3 – 15.

• Starting and separation angles were varied from 1° − 360°, step 1°, at a rotation of
4.

Heating and temperature noise measurement in fat/water phantoms
Phantom construction, spectral and fat/water composition determination—
Phantom measurements were compared to the theoretical temperature noise CRLB
calculations. Additionally, the phantoms were heated to confirm the effectiveness of the
method at measuring temperature change accurately. Three different oil-in-water gelatin
phantoms were constructed, each using the recipe described in Soher et al. [15] as modified
from Madsen et al. [27] Peanut oil was used due to its use in previous papers [24] to mimic
body fat and has a well-documented spectrum. The phantoms were made with different f/w
concentrations, with volume ratios of 70:30, 50:50, and 30:70 water to fat. The first two
phantoms were contained in 12.7-cm-diameter HDPE cylinders of 25.4 cm length, while the
30:70 phantom was contained in a 10.8-cm-diameter PVC cylinder of 17.8 cm length (the
smaller volume was needed to create a homogenous phantom of this composition). Four
catheters were inserted along the length of each phantom, one at the center of each cylinder
and three near the outside edge of the phantom at 120° offsets from each other. The catheters
allowed the insertion of fluoroptic temperature probes (Lumasense Technologies, Santa
Clara, CA) to measure absolute temperature inside the phantom.

The frequencies and relative amplitude ratios of the fat peaks were measured using single
voxel, short echo time MR Point Resolved Spectroscopy (PRESS) to determine fat peak
frequency values and relative amplitude ratios. Acquisition parameters were TR = 5s, TE =
30 ms, SW = 2,000 Hz, 2,048 points, and 8 averages with no water suppression. PRESS
voxels were acquired from 1 cm3 voxels centered at each of the catheter locations midway
along the length of each phantom to determine the homogeneity of each solution. The
SITools-FITT software package [28] was used to fit areas and frequencies beneath a single
water peak, and six lipid peaks (Fig. 2). The scanning was performed on a 3 T Trio MR
scanner (Siemens Medical Systems, Erlangen, Germany).

Data were also acquired for fitting of the Awater, Afat, , and  values. Images of the
phantoms were acquired for nine 3-echo ESGs chosen with a varying starting angles and a
separation angle of 120°. TE parameters for these ESGs are shown in Table 1. TE values
ranged from 6.3 to 31.7 ms. The parameters in Table 1 were chosen to enable robust fitting
of the T2* and amplitude values of both the fat and water signals. Images were acquired
from a 1-cm-thick slice on a 1.5 T GE Signa HDX (General Electric, Milwaukee, WI) with a
2D axial SPGR sequence with TR = 51 ms, flip angle = 30°, BW = 15.6kHz, FOV = 24 cm,
128× 128, and NEX = 2.0.
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The nine 3-echo ESG images were processed with an offline implementation of the multi-
peak IDEAL (MP-IDEAL) algorithm described by Yu et al. [24]. The Awater, Afat, , and

 values of each phantom were fit using a nonlinear Levenberg-Marquardt algorithm that
used the nine water and fat images resulting from the IDEAL separation. All of these
calculations were performed in Matlab. Referring to Fig. 2b, only peaks 1, 4, and 5 were
included. Peak 3 was combined with peak 4 and peak 6 was combined with peak 5. Peak 2
was ignored due to its small amplitude. These adjustments were made to simplify the MP-
IDEAL calculations.

Phantom heating experiment—All three phantoms were heated using a mini-annular
phased array (MAPA) RF applicator with four antennas. Data were acquired similarly to the
work in Soher et al on a 1.5 T Signa HDX. Three echo and five echo ESGs were acquired
before, during, and after RF heating was applied. Both ESGs were acquired with rotation =
3, starting angle 261°, and separation angle = 245° (corresponding to TEs = of 16.78, 19.84,
22.91, 25.98, 29.04 ms for the 5-echo ESG). The complex image data from the ESGs was
processed with the NLM-Temp algorithm to find the temperature changes. The initial guess
for the Awater, Afat, T2*, and fat peak area values were based on values from the MP-IDEAL
measurements in the phantom composition analysis. The difference between the temperature
at the first time point was subtracted from the temperature at all other time points to provide
referenced temperature measurement. MR temperature measurements were then compared
to the fluoroptic probe measurements that were recorded every 10 s for the duration of the
experiment. Additionally, temperature noise was calculated by measuring the standard
deviation of the temperature in each pixel across the first nine time points (before heat was
applied). These calculations were performed for each pixel around the catheters and then
averaged. These averaged values were then compared to a temperature noise CRLB values
calculated using the values from the phantom composition analysis and the SNR of the
images.

Temperature noise measurements—without heating—Phantom comparisons to
theoretical CRLB and Monte Carlo estimates were performed using several selected TE
spacing combinations that distinctly illustrate different noise behavior seen in the
calculations. Phantoms were allowed to reach equilibrium with the MR scanner room
temperature overnight and were scanned using the standard GE CP head coil. Fluoroptic
temperature probes (Lumasense Technologies, Santa Clara, CA) were inserted into each of
four catheters in the phantom and centered in the slice of interest. Temperature data were
acquired from each probe every 10 s during the experiment. MR scan parameters were the
same as those used above for the phantom composition measurements. ESGs were acquired
for 3-echo, 5-echo, and 7-echo combinations using the same SPGR sequence used for the
MP-IDEAL measurements. The starting angle and separation angles of each ESG are shown
in Table 2 (also indicated by asterisks in Fig. 5). Each ESG was acquired six times
consecutively, to allow for referenced temperature imaging and averaging of the results. No
heat was applied to the phantom to provide homogenous regions of the phantom where
standard deviation measurements could be acquired without error due to spatial distributions
of heat, since any variation in the heat distribution could result in large errors in the noise
measurement.

Phantom temperature noise data analysis—Images for the ESGs in Table 2 were
analyzed with the NLM-Temp algorithm. The initial guess for the Awater, Afat, T2*, and fat
peak area values were based on values from the MP-IDEAL measurements in the phantom
composition analysis.

Wyatt et al. Page 7

MAGMA. Author manuscript; available in PMC 2013 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



The temperature change, ΔT, was calculated for all six image sets of an ESG. The first
temperature image was then subtracted from the others to produce five ΔT images
referenced to baseline temperature. A rectangular 1000-pixel ROI was chosen from inside
the phantom. With no heat applied to the phantom and a small ROI, the temperature change
in each of the five referenced images was assumed to be approximately 0°C. Calculating the
standard deviation across all pixels in the ROI thus approximates the noise of the ΔT
measurement. We report the average value of the standard deviation of the ROI across the
five images as our final measure of temperature noise.

Results and discussion
Agreement of the Cramer–Rao lower-bound temperature noise calculation with simulation

An example of the fat–water phantom PRESS spectra are shown in Fig. 2 from center voxels
positioned in the 30:70, 50:50, and 70:30 phantoms. Also shown in Fig. 2 is an example of a
fit of the spectrum from the 50:50 phantom to a set of Lorentzian functions. Six spectral
lines were used to characterize the fat as indicated by the numbered arrows in Fig. 2.

Fat peak areas were normalized to the total fat area. The mean chemical shift (PPM,
referenced to water) and relative area (β in Eq. 1) of each fat peak found from the PRESS
spectra were as follows: 5.22, 2.69, 1.96, 1.21 and 0.78 PPM and 0.071, 0.012, 0.091, 0.734,
and 0.092 for the respective peaks. Standard deviations for the fit values of β in the 50:50
phantom were on the order of 2–8% except for the smallest peak at 2.69 PPM with a 20%

standard deviation. The fit values of Awater, Afat, , , and average SNR for each set of
experiments and phantoms are shown in Table 3. For each simulation, φfw1 = −222.84 Hz,
φfw2 = −174.95 Hz, φfw3 = 33.2Hz, β1 = 0.826, β2 = 0.103, and β3 = 0.071. These were
derived from the PRESS values discussed in the previous paragraph. These values were used
in all subsequent Monte Carlo, temperature noise CRLB and phantom comparison
investigations.

The comparison of simulation results using the nonlinear fitting algorithm and the
temperature noise CRLB values are shown in Fig. 3 for a starting angle of 180°. As seen in
Fig. 3, the temperature noise CRLB shows an excellent match with the results of the NLM-
Temp estimate in most situations. In regions of disagreement, the NLM-Temp estimate was
determined to be biased because the mean of the predicted temperature change values was
found to be significantly different from the correct (input) value of zero. Fortunately, these
regions only occurred, for the ranges of parameters studied, at very low or very high
separation angle. These regions are where we expected the fitting algorithm to perform
poorly since the phase separation between water and fat does not vary significantly in such
regions, i.e., the model does not distinguish between fat and water well in those regions.

Investigation of the temperature noise CRLB of fat–water signals for various effects
Single-peak versus multi-peak CRLB—The results from the single versus multi-peak
comparison showed very little difference between the CRLBs. Overall, the multi-peak
model increased the minimum temperature noise CRLB by approximately 5.5% compared
to the single-peak model. For all starting and separation angle combinations, the increase in
the CRLB was minimal.

Examination of T2* effects—The temperature noise CRLB values as a function of

rotation for varying  values and a constant  are shown in Fig. 4. The general
trend indicates a minimum near rotation = 4. The minimum of the temperature noise CRLB
occurs when the TE values of the ESG are approximately equal to the lowest value of 

and . This mimics behavior seen in normal PRFS thermometry, where imaging at the
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T2* value provides a good compromise between obtaining a large temperature-based phase
accumulation (to improve temperature change discrimination) and loss of precision due to
decreasing SNR at longer echo times [29]. However, trying to adjust the rotation of an ESG
to the T2* value seen in each hyperthermia heat treatment would not be feasible.
Fortunately, low-temperature noise CRLB values are consistently seen at rotation = 4 for all

values of , as seen by the arrow in Fig. 4. While these values may not be the minimum
temperature noise CRLB value for the simulations, they form a practical, good choice based
on T2* values typically observed in vivo for fat. Thus, choosing a rotation of 4
(approximately 18 ms for typical fat spectra at 1.5T) should provide a consistently low-

temperature noise CRLB regardless of T2* values. Note that with a  less than , we
observed sizeable, increasing fluctuations in the temperature noise CRLB with rotation
number, possibly due to the presence of multiple peaks.

Effect of starting TE and TE spacing—The temperature noise CRLB values are shown
as 2D intensity images in Fig. 5 for 3-echo, 5-echo, and 7-echo ESGs with rotation = 4,
starting and separation angles from 1° − 360°, stepping by 1°. These images will be referred
to as temperature noise CRLB maps. The white regions in Fig. 5 are regions outside of the
range of the intensity display, since a narrow range was needed to emphasize the structure of
the temperature noise CRLB maps in regions of low noise. The minimum temperature noise
CRLB of the non-uniform echo spacing was only 2.4% smaller than the minimum
temperature noise of the uniform echo spacing. Thus, our optimization analysis performed in
this paper should apply to all sampling possibilities.

The temperature noise maps display several interesting features. First, ESGs with very low
or very high separation angle typically have a high CRLB, which most likely correlates with
the fact that each echo in those ESGs differs little in phase. Also, each temperature noise
CRLB map tends to have a several minima, with the number of minima equal to N (the
number of echoes). Even with these minima, there is still a wide range of low-temperature
noise values typically centered on the separation angle of 180°. However, the width of this
region extends when N increases.

Effect of fat–water frequency difference—In this experiment, the fat–water frequency
separation was adjusted from 202–222 Hz, the temperature noise CRLB values shifted
diagonally across the map with changes in the fat–water frequency difference. In fact, from
φfw1 = 202 Hz to 222 Hz, minima became maxima and vice versa. These result in changes in
the temperature noise from 40° to 70°C, or 0.4 to 0.7°C at SNR = 100. These changes
between different fat–water frequency values can be particularly problematic since the
frequency values can vary between different regions of the body [26].

Effect of fat/water signal ratio—The most obvious effect seen from changes in the f/w
signal ratio was the similar changes in the temperature noise CRLB values for all starting
angle and separation angle pairs. These changes were investigated in detail for the starting
angle = 150° and separation angle = 150° pair, with results shown in Fig. 6. The temperature
noise CRLB is centered around its minimum at Awater/Afat = 1, or 50:50 water/fat. However,
large increases are not seen until the fat percentage gets above 80% or below 20%. This
demonstrates that the CRLB is dependent on both the water and fat signals being present in
reasonable amounts. Most likely this is due to the fact that the water signal and fat signal
must be present in sufficient quantity for accurate measurement of the temperature change
and the B0 field offset, respectively.

Combined effect of fat–water frequency difference, fat/water signal ratio, and
temperature change—Because the previously mentioned variables (fat–water frequency
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difference, ΔT, and f/w signal ratio) have significant individual effects on the temperature
noise CRLB, we constructed a multifactorial calculation to allow us to select a starting and
separation angle pair that would produce minimal changes in the temperature noise across
many situations. The standard deviation of the combined CRLB temperature values from
varying ΔT, f/w signal ratio, and fat–water frequency separation are shown for 3-echo, 5-
echo, and 7-echo ESGs in Fig. 7. These maps show that the region with the least combined
noise occurs near a starting angle = 215° and a separation angle = 240° for three echoes
(TEs = 20.71, 23.71, and 26.71 ms), starting angle = 150° and seperation angle = 74° for
five echoes (TEs = 19.89, 20.82, 21.75, 22.67, 23.60 ms), and starting angle = 135° and
separation angle = 53° for seven echoes (TEs = 19.71, 20.37, 21.03, 21.70, 22 =.36, 23.02,
23.69 ms).

Effect of number of echoes used—Lastly, the behavior of the temperature noise when
the number of echoes was adjusted was examined. The minimum CRLB error with the
number of echoes ranging of 3 to 15 echoes is shown in Fig. 8. As might be expected, we
found that the minimum temperature noise CRLB follows a power function on the order of
x0.5, as shown by the fit in Fig. 8 (70.03×0.49 with R2 = 1.0). Thus, the improvements in the
CRLB tend to closely mimic improvements from SNR due to signal averaging. However,
these beneficial effects are for extra echoes past rotation = 4. Adding TE values that are
below rotation = 4 (rotations 0, 1, and 2) results in much smaller improvements to the
temperature noise CRLB than the improvements seen in Fig. 8. Thus, it is best to acquire as
many of the echoes as possible around rotation = 4 to provide the maximum theoretical
benefit to the temperature noise CRLB.

Optimal sampling parameters—With all the previous simulations to determine the
effect of certain parameters on the temperature noise of multi-echo thermometry, some
conclusions can be made on the optimal sampling parameters, keeping in mind that different
trade-offs may be dictated by special circumstances. Since diminishing returns occur with
increasing the number of echoes, we recommend seven echoes at rotation =4, and starting
angle = 135° and separation angle = 53° (TEs = 19.71, 20.37, 21.03, 21.70, 22.36, 23.02,
23.69ms) for low, stable temperature noise without increasing TR significantly.

Heating and temperature noise measurements in fat/water phantoms
Phantom heating experiment—An MR image of the 50:50 phantom inside the RF
applicator before heating is shown in Fig. 9. MR temperature measurements are shown for
the 50:50 phantom for the 3- and 5-echo ESG measurements along with fluoroptic probe
measurements in Fig. 10. The average root mean-squared deviation of all time points was
calculated for each catheter location, with the average deviation across all catheters being
0.227°C for the 3-echo ESG and 0.195°C for the 5-echo ESG. The standard deviation of the
temperature measurement was calculated for the nine time points before heat was activated
was 0.234°C for the 3-echo ESG and 0.171°C for the 5-echo ESG, while the temperature
noise CRLB was 0.234°C for the 3-echo ESG and 0.168°C for the 5-echo ESG. These
results show that the NLM-Temp method can measure temperature accurately and that the
temperature noise matches the CRLB estimate in experimental situations.

Phantom temperature noise measurement—The measured temperature noise of the
3-echo, 5-echo, and 7-echo ESGs plotted against the expected CRLB standard deviations are
shown for the 50:50 phantom in Fig. 11. Our experimental measurements using fat–water
phantom experiments show excellent agreement to the temperature noise CRLB calculations
presented in this paper. Due to the large number of samples acquired (5,000), the error bars
of the measurements are too small to be seen on the plots (on the order of 0.001°C). On
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average, the measured values vary from the temperature noise CRLB by less than 10.06,
7.40, and 8.78% for 3-echo, 5-echo, and 7-echo, respectively.

The 50:50 phantom results were closest to the CRLB predictions, while the 70:30 phantom
results were less parallel to and farthest from the CRLB predictions. Most of the
discrepancies seen in the both the phantom heating and temperature noise experiments are
most likely due to limitations in our model and in our measurement of the fat peaks.

While the plots in Fig. 11 may lack data points across the entire range of measurement, we
found it more important to sample in many different locations in the lower noise range,
where the differences between noise values at different ESGSs was more complex and
where we needed to confirm that the noise relationship with the sampling was valid.
Additionally, the regions lacking data points were often regions in which the NLM-Temp
estimation is biased. Thus, we chose to show data only from the unbiased regions.

Possible limitations in temperature and temperature noise measurements—
First, our model assumes that all the fat peaks had the same , which is typically not the
case. Also, the model did not include J-coupling, which is present in varying amounts in all
the fat peaks. The coupling was ignored since modeling J-coupling can be very complex,
especially when peaks are combined together. However, the effect of not including J-
coupling was probably a smaller effect since several of the peaks with a large amount of
coupling were combined, while the frequency difference between the peaks was much larger
than the J-coupling constant of fat (approximately 7 Hz).

Additional limitations in our phantom measurements could have been caused by the
estimation of the fat peaks using PRESS. First, the relative ratios of each peak were
determined from PRESS spectra taken at TE = 30 ms. However, the measurements used for
the fitting ranged from 7.8 to 33 ms. Thus, the ratios calculated from the PRESS spectra
probably did not match well at some of the earlier TE times used in the fitting. In addition,

our assumption of the same  for all fat peaks may have caused some of the discrepancies.
Lastly, as seen in previous studies, the J-coupling present in all of the fat peaks can create
significant error in the areas under each peak (and thus the relative ratios) when using
PRESS [30].

Temperature changes could have potentially caused errors. First, increases in temperature
would cause changes in T1 relaxation, affecting the magnitude of the fat and water signals.
However, since our fitting algorithm fits for Awater and Afat, these changes should be
accounted for. Additionally, for the temperature noise experiments, small variations in
temperature across the phantom could have increased the measured standard deviation and
produced errors. However, the fiber-optic temperature probe data indicates that temperature
change was not a large source of error in this experiment. The data set with the largest
temperature change over the experiment was the 50:50 3-echo experiment, which had an
average temperature change of approximately 0.041°C over the six ESG measurements. The
rest of the other experiments had much smaller temperature changes.

Conclusion
In this work, we have extended past temperature noise CRLB formulations for multi-echo
fat–water imaging to include temperature change measurement, T2* effects, and multiple fat
peaks. This CRLB formulation was then verified with Monte Carlo simulations using a
nonlinear fitting algorithm that directly fit for temperature change and B0 offset from
multiple echoes. Many variables of the CRLB calculations were altered to assess their effect
on the CRLB, providing a comprehensive analysis of the effects of scan parameters on
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temperature noise. These variables included the number of TE values, the choice of TE
values, T2*, fat–water frequency difference, B0 offset, temperature change, and fat/water
signal ratio. Optimal TE values were found that reduce the standard deviation of the
temperature noise when all of the variables were adjusted. Finally, three fat–water phantoms
of varying fat/water ratios were imaged with ESGs of 3, 5, and 7 echoes. The resulting
measured temperature noise was then compared to calculated CRLB values and were found
to be within 10% of each other. This is the first time, to our knowledge, that CRLB values
have been experimentally verified extensively in fat–water phantoms.

Overall, the optimization performed in this study can be used to improve the sampling of
multi-echo MR thermometry techniques. Increasing the understanding of sampling for
multi-echo thermometry will improve the accuracy of the technique and make it a more
viable option for MR thermometry. In the breast or abdomen where respiratory and cardiac
motions affect the local magnetic field, the multi-echo approach can provide benefits by
allowing the local field to be measured. Even if suitable fat–water tissue does not cover the
whole region, it is likely that the field changes can be extended using low-order spatial
interpolation anchored by field change measures based on multi-echo estimates.
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Appendix
When put in matrix form, the signal from Eq. 1 becomes:

where

For i = all odd numbers and j = 2, 3, 4,

For i = all even numbers and j = 2, 3, 4,
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where N is the total number of echo times acquired.

The matrix representation was used to find the Fisher Information Matrix (FIM) using the
methods described by Pineda [23]. Our model consisted of four unknowns, Awater, Afat, ψ,
and ΔT. Unbiased estimates of these unknowns were arranged in the matrix, ʋ, which is
shown below:

Using these variables resulted in a 4 × 4 FIM, which was calculated using the following
equations that are the same as the ones calculated by Pineda.

The derivations of these equations can be found in Pineda et al [23].
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Fig. 1.
Diagram explaining the parameterization of the phase difference between the water and fat
signals each TE value of an ESG
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Fig. 2.
a PRESS spectra at the center of each phantom. b Fits to six spectral lines of the 50:50
spectrum

Wyatt et al. Page 17

MAGMA. Author manuscript; available in PMC 2013 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 3.
Simulation temperature noise values from NLM-Temp plotted along with the CRLB
temperature noise calculations, both using the same input values. These are shown from
separation angle to 1° − 360° and a starting angle of 180°. The regions between the dashed
lines and the edges are regions of estimation bias where the mean of the simulation deviated
from the true value (by >1%)
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Fig. 4.

Temperature noise CRLB across several rotations for a constant  and . Performed
with SNR 1, Awater/Afat = 1, ΔT = 10°C, and ψ = −12.5 Hz. Note the minimum noise near
rotation = 4, as noted by the arrow in the figure
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Fig. 5.
Temperature noise CRLB maps for a 3-echo, b 5-echo, and c 7-echo ESGs with starting and
separation angles ranging from 1° − 360°. The gray scale bar is in units of °C. The asterisks
represent the − ESGs sampled in the phantom experiments. Performed with SNR = 1,
Awater/Afat = 1, T = 10°C, and ψ = −12.5 Hz
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Fig. 6.
Temperature noise CRLB for starting angle = 150°, separation angle = 150°, and rotation =
4 for a varying fat signal %. (left) Behavior at the low and high % fat (right) zoomed in y
axis to show the behavior at medium % fat. Performed with SNR = 1, ΔT = 10°C, and ψ =
−12.5 Hz
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Fig. 7.
Multifactorial simulation showing the standard deviation of the temperature noise CRLB as
ΔT, f/w signal ratio, and fat–water frequency separation were varied are shown for a 3-echo,
b 5-echo, and c 7-echo ESGs. φfw1 was varied from −190 to −240 Hz by 1 Hz, the fat–water
signal ratio was varied from 10% fat to 90% fat, in increments of 10% and the temperature
change was varied from 0°C − 15°C in 5°C increments. The gray scale bar is in units of °C.
Performed with SNR = 1, Awater/Afat = 1, ΔT = 10°C, and ψ = −12.5 Hz
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Fig. 8.
CRLB minimum temperature noise for number of echoes, N, varying from 3 to 15. A
power-law fit line is shown along with the equation obtained from the fit
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Fig. 9.
Experimental setup of the phantom heating experiment in the RF applicator. The catheters
are labeled to correspond to the labels in Fig. 10
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Fig. 10.
Temperature measurement results from the phantom heating experiment with a 3-echo ESG,
and b 5-echo ESG. The solid lines are temperatures from the fluoroptic temperature probes
while the markers correspond to the MR temperature. Each fluoroptic temperature and MR
temperature are marked by numbers that correspond to the locations in Fig. 9
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Fig. 11.
Phantom results of measured temperature noise and CRLB temperature noise for 3-echo, 5-
echo, and 7-echo ESGs. The black line is the CRLB temperature noise predictions plotted
against themselves, while the markers are the measured noise values plotted against the
CRLB temperature noise predictions
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Table 1

TE parameters for the MP-IDEAL ESGs

Rotation Starting angle Separation angle

1 150 120

2 165 120

3 125 120

3 190 120

3 310 120

4 120 120

4 190 120

5 135 120

6 135 120
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