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Abstract
There is a serious and growing concern about the increased risk of radiation-induced second
cancers and late tissue injuries associated with radiation treatment. To better understand and to
more accurately quantify non-target organ doses due to scatter and leakage radiation from medical
accelerators, a detailed Monte Carlo model of the medical linear accelerator is needed. This paper
describes the development and validation of a detailed accelerator model of the Varian Clinac
operating at 6 and 18 MV beam energies. Over 100 accelerator components have been defined and
integrated using the Monte Carlo code MCNPX. A series of in-field and out-of-field dose
validation studies were performed. In-field dose distributions calculated using the accelerator
models were tuned to match measurement data that are considered the de facto ‘gold standard’ for
the Varian Clinac accelerator provided by the manufacturer. Field sizes of 4 cm × 4 cm, 10 cm ×
10 cm, 20 cm × 20 cm and 40 cm × 40 cm were considered. The local difference between
calculated and measured dose on the percent depth dose curve was less than 2% for all locations.
The local difference between calculated and measured dose on the dose profile curve was less than
2% in the plateau region and less than 2 mm in the penumbra region for all locations. Out-of-field
dose profiles were calculated and compared to measurement data for both beam energies for field
sizes of 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm. For all field sizes considered in this
study, the average local difference between calculated and measured dose for the 6 and 18 MV
beams was 14 and 16%, respectively. In addition, a method for determining neutron contamination
in the 18 MV operating model was validated by comparing calculated in-air neutron fluence with
reported calculations and measurements. The average difference between calculated and measured
neutron fluence was 20%. As one of the most detailed accelerator models for both in-field and out-
of-field dose calculations, the model will be combined with anatomically realistic computational
patient phantoms into a computational framework to calculate non-target organ doses to patients
from various radiation treatment plans.

1. Introduction
The goal of radiation therapy is to deliver an optimal amount of radiation dose to the tumor
volume while sparing the dose to surrounding healthy tissues. For most clinical situations,
organs far away from the tumor volume are assumed to receive a small amount of radiation
dose and are therefore not accounted for as part of the treatment planning. However, it has
long been known that such a relatively low level of dose outside the treatment volume can
potentially lead to the induction of second cancers in patients after radiation treatment (for a
review article on second cancers, see Xu et al (2008)). Recently, there has been a renewed
interest in the implication of such second cancers because new treatment delivery techniques
tend to increase the scattered and leakage radiation exposure to the patient (Followill et al
1997, Brenner et al 2000, Hall and Wuu 2003, Kry et al 2005a, 2005b, Howell et al 2006,
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Paganetti et al 2006, Xu et al 2008). Several international committees have recognized the
need to address this important issue. The International Commission on Radiological
Protection (ICRP 1991) organized a task group on the ‘Evaluation and management of
secondary cancer risk in radiation therapy’. The National Council on Radiation Protection
and Measurement (NCRP) Scientific Committee 1–17 is finalizing a report on ‘Second
cancers and cardiopulmonary effects after radiotherapy’. Also, the American Association of
Physicist in Medicine (AAPM) organized a symposium on ‘Secondary cancer risk for
emerging radiation treatments’ during the 2006 AAPM annual meeting in Orlando, FL, and
subsequently formed a task group 158 on ‘Measurements and calculations of doses outside
the treated volume’.

Monte Carlo models of the medical accelerator for scatter and leakage radiation are
necessary to assess out-of-field dose up to and beyond 60 cm from the beam isocenter.
However, most existing accelerators models do not consider the detailed shielding
components that surround the so-called beam-line components in the accelerator head. For
the most part, the Monte Carlo methods have been widely used to simulate the primary
radiation treatment fields from medical linear accelerators (for a review article, see
Verhaegen and Seuntjens (2003)). For most of these studies, particular attention was
afforded to modeling in-field (rather than out-of-field) dose distributions in solid phantoms
(water or acrylic) in terms of depth–dose and dose profile curves. Only the beam-line
components—such as the target, primary collimator, flattening filter, jaws and multi-leaf
collimator—were modeled. Treatment planning systems using Monte Carlo have also been
developed (Hartmann Siantar 2001 and Rogers et al 2004). For other studies, please refer to
the AAPM Task Group Report No 105 (Chetty et al 2007). Although these studies reported
excellent agreement between calculated and measured data, the out-of-field dose distribution
was typically ignored. A few groups have used Monte Carlo methods to simulate the out-of-
field dose distributions from medical linear accelerators. Kry et al (2006, 2007) described a
method for modeling and validating both 6 and 18 MV beams of a Varian Clinac accelerator
for out-of-field Monte Carlo dosimetry studies. Both beam-line and secondary shielding
were modeled. The secondary shielding includes several components consisting of lead,
tungsten and iron that surround the beam-line components. Another study by Lehmann et al
(2006) compared out-of-field doses from measurement and Monte Carlo simulations at
locations less than 15 cm from the central axis. But the authors only modeled the beam-line
components ignoring the influence of the secondary shielding on the out-of-field dose. For
the most part, both of these studies did not examine techniques to reduce the dose outside
the treatment field. Furthermore, these past studies typically did not use computational
patient phantoms that contain well-defined organs for either measurement or Monte Carlo
calculation. To quantify the organ doses from the out-of-the-field irradiation, one needs to
combine the accelerator model with whole-body computational phantoms. The use of Monte
Carlo methods with whole-body patient computational phantoms, although very powerful in
understanding organ doses to the exposed patient, has not been widely practiced due
partially to a number of technical difficulties (Xu et al 2008).

This paper describes a study to develop and validate detailed Monte Carlo computational
models of a Varian Clinac medical linear accelerator, containing the necessary shielding
surrounding the beam-line components, operating at 6 and 18 MV beam energies (Bednarz
2008). The validation process involved tuning the initial electron beam parameters in order
to match calculated in-field dose distributions with de facto ‘gold standard’ measurement
data from the manufacturer (Kry 2008). The out-of-field photon dose distributions were
compared with published measurements (Kry et al 2006, 2007). Furthermore, this paper also
compares neutron contamination from the 18 MV operating mode to measurement data (Kry
et al 2007). Finally, this paper discusses how the accelerator models will be used to quantify
intermediate-and low-level radiation doses to patients during radiation treatments and to
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help remedy strategies to reduce such dose. In a subsequent paper, the methods and results
to apply the accelerator modeling to non-target organ dose calculations will be presented in
detail based on a recent doctoral thesis (Bednarz 2008).

2. Methods and materials
2.1. The Varian Clinac accelerator model

A composite of information from various sources was used to model the geometries and
materials of the accelerator components. The beam-line component geometries and materials
were based on detailed blueprints provided by the vendor (Varian Medical Systems, Palo
Alto, CA). An 80-leaf MLC was also modeled based on the vendor blueprints. Shielding
geometries and materials were adopted from information provided by Kase et al (1998).
Figure 1 illustrates the in-plane plot of the medical accelerator model. The coordinate
system of the accelerator model is defined as follows: the positive-z direction extends from
the electron target toward the isocenter (beam-line), the positive-x direction extends from
the isocenter toward the right edge of the treatment couch (cross-plane) and the positive-y
direction extends from the isocenter toward the direction away from the gantry (in-plane).
Figure 1 also labels several beam-line and secondary shielding components shaded in gray.

2.2. In-field validation of the accelerator model
The percent depth dose (PDD) and lateral dose profile data were calculated for a simulated
water phantom for both the 6 and 18 MV beams. The water phantom had dimensions of 140
cm × 140 cm × 35 cm, and was placed at a source-to-surface distance (SSD) of 100 cm from
the center of the target. The gantry was assumed to be at the 03 for all simulations. The type
1 electron ‘pedep’ mesh tally was used to score the absorbed dose to voxels inside the
phantom (Hendricks et al 2004). The voxel dimensions for the simulations varied with
position from the beam central axis in order to account for dose gradients in the PDD and
lateral dose profile curves. For both the 6 and 18 MV beams, PDDs and lateral dose profiles
were generated for 4 cm × 4 cm, 10 cm × 10 cm, 20 cm × 20 cm and 40 cm × 40 cm field
sizes. The PDDs were tallied along the central axis. The lateral dose profiles were calculated
in the cross-plane direction at depths of dmax, 5, 10 and 20 cm, respectively. All distributions
were normalized to the maximum dose depending on the particular field size. The calculated
PDDs and lateral dose profiles were then compared to measurement data produced by the
machine’s manufacturer as the de facto ‘gold standard’ for this particular accelerator model
(Kry 2008).

The in-field validation of the accelerator model followed a fine-tuning procedure to adjust
the parameters as described in several previous studies (Sheikh-Bagheri and Rogers 2002,
Keall et al 2005, Cho et al 2005). The FWHM of the electron-beam Gaussian energy
distribution was kept constant at 3% of the mean for all simulations. Several iterations
adjusting both the mean energy and radial intensity distribution of the electron beam were
performed until the agreement between the calculated PDD and lateral dose profile curves
and measured data were within the pre-defined acceptance criteria: for the PDD curves the
average of the percent local difference between the measured and calculated dose in the fall-
off region (dmax to 30 cm) had to be less than 2%; for the dose profile curves the average of
the percent local difference between the measured and calculated dose in the plateau region
had to be less than 2% and the average distance in the penumbra region had to be less than
0.2 cm. It was determined that for the 6 MV beam, the mean energy of the electron beam
was consistent with Kry et al (2006) at 6.2 MeV, but the FWHM of the spatial spread was
1.3. For the 18 MV beam, the FWHM of the spatial spread of the electron beam was
consistent with Kry et al (2007) at 1 mm, but the mean energy was 18.3 MeV.
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2.3. Out-of-field validation of the accelerator model
2.3.1. Photons—Next, using the initial beam parameters determined from the previous in-
field benchmark, the photon dose distributions outside the treatment field were simulated for
both the 6 and 18 MV beams. The out-of-field in-plane lateral dose profiles were also
evaluated using a type 1 electron ‘pedep’ mesh tally (Hendricks et al 2004) in a 140 cm ×
140 cm × 35 cm acrylic phantom at 100 cm SSD. The acrylic phantom had a composition of
8% hydrogen, 60% carbon and 32% oxygen. For all simulations, the voxel dimensions were
2 cm in the beam-line direction, 5 cm in the cross-plane direction and 1 cm in the in-plane
direction. The large voxel size helped to reduce the statistical uncertainty of the calculated
dose in each voxel. It has been previously reported that large voxel sizes are acceptable for
out-of-field dose simulations (Kry et al 2006, 2007). The out-of-field absolute dose profiles
were determined for field sizes of 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm for both
the 6 and 18 MV beams. The MLC in the accelerator was used to define the 4 cm × 4 cm
field, where the jaws were set to 4.2 cm × 4.2 cm. The 10 cm × 10 cm and 20 cm × 20 cm
fields were defined by the jaws and the MLC was retracted. All profiles were calculated at a
3.75 cm depth in the acrylic phantom. The calculated profiles were compared to
measurement data provided by Kry et al (2006, 2007) for the same type of accelerators and
field set-up.

The tally result provided by MCNPX is normalized per source history. In order to determine
the absolute dose from each field size, the dose per source electron in MCNPX was
converted to dose per cGy in the following manner. First, a water tank was modeled at 100
cm SSD, and the number of electrons needed to deliver 1 cGy at dmax in the tank under
reference conditions (i.e. 10 cm × 10 cm field with the MLCs retracted) was determined.
The resulting value gives a conversion factor between dose per source particle and dose per
cGy. Assuming that the accelerator delivers 1 cGy MU−1, the final out-of-field dose is
provided in dose per MU. The number of source electrons required to produce 1 cGy at dmax
was kept constant for all field sizes. Keeping this value constant for all field sizes could
possibly hide discrepancies in the output factor, since the dose at dmax changes with
different field sizes. However, as pointed out by Kry et al (2006), the dependence of dose at
dmax on field size is rather insignificant when calculating dose outside the treatment field.

2.3.2. Neutrons—Neutron contamination occurs in high-energy radiotherapy beams as a
result of photonuclear interactions in the medical accelerator head. Consequently, neutrons
will contribute to the out-of-field dose during high-energy treatments, typically from 10 to
18 MV beam energies. To characterize the neutron contamination in the 18 MV Varian
Clinac medical accelerator, direct neutron fluences from the accelerator head were
calculated in air at various locations along the y-axis (in-plane) in the patient plane. Only the
direct neutron fluence was considered in this study since the scattered and thermal neutron
fluences depend on the specific treatment room that houses the accelerator. Although the
scattered and thermal neutron fluence will contribute to the out-of-field dose, the
contribution of these components to the neutron fluence near the patient is rather
insignificant compared to the contribution of direct neutrons (Pena et al 2005). The fluences
were calculated using a point detector tally (F5:n) (Hendricks et al 2004). The F5 tally is
considered a partial deterministic method implemented into MCNPX. At every source and
collision site the F5 tally scores the probability that a pseudoparticle will reach the detector
without undergoing any further interactions. The use of the F5 tally for calculating neutron
fluences from medical accelerators has been previously reported (Facure et al 2007). Three
different field sizes were considered: a closed field with both the MLC and jaws fully
closed, a 9 cm × 9 cm MLC-defined field with the jaws set to 10 cm × 10 cm and a 20 cm ×
20 cm field defined by the jaws with the MLC retracted. The field sizes are consistent with
those found in Kry et al (2007) who reported calculated and measured in-air fluences at
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several out-of-field locations for various field sizes. The calculated neutron fluences were
compared to calculated fluences provided by Kry et al (2007) and Howell et al (2005) and
measured neutron fluences provided by Kry et al (2007).

Since thermal neutrons were not measured by Kry et al (2007), the cut-off energy for
neutron simulations in our study was set to the cadmium cut-off energy of 0.6 eV. In order
to reduce computation time, the photon and electron cut-off energies were both set to 5
MeV. The high photon and electron cut-offs are reasonable since only neutrons are tracked
and these values are well below the photonuclear threshold energies for all materials in the
problem geometry.

3. Results and discussion
The following sections summarize the results of the in-field and out-of-field validation of
the 6 and 18 MV Varian Clinac 2100C accelerator model. All simulations were run on a 3
GHz Intel® CPU. For the 6 MV in-field simulations, a total of 3 × 107 initial source
electrons were sampled. For the 18 MV in-field simulations, a total of 1 × 107 source
electrons were sampled. For the 6 MV out-of-field simulations, a total of 5 × 107 electrons
were sampled for the 4 cm × 4 cm and 10 cm × 10 cm fields and 3 × 107 electrons were
sampled for the 20 cm × 20 cm field. For the 18 MV beam, a total of 1 × 107 electrons were
sampled for the 4 cm × 4 cm and 10 cm × 10 cm fields and 7 × 106 electrons were sampled
for the 20 cm × 20 cm field. The 20 cm × 20 cm field required less source electrons since
more collisions occurred in the phantom due to the larger field size.

3.1. In-field photon dose comparison between calculations and measurements
Figure 2 shows the PDD curves for the 6 MV beam for the 4 cm × 4 cm, 10 cm × 10 cm and
20 cm × 20 cm fields, where good agreement between the calculated and measured photon
dose values can be seen. Using the criteria described earlier, acceptable agreement was also
achieved for the 10 cm × 10 cm and 4 cm × 4 cm fields. The calculated dmax for the 10 cm ×
10 cm field was 1.4 cm compared to a measured value of 1.5 cm. For all doses below the
dmax, the average local difference between the measured and calculated PDD curves was
1.6%. The depth at maximum dose (dmax) for the 4 cm × 4 cm field was calculated to be 1.6
cm, which compares well with the measured value of 1.7 cm. For all doses below dmax, the
average local difference between the measured and calculated PDD curves was 1.4%. Good
agreement was also achieved for the 40 cm × 40 cm field. The calculated dmax was equal to
the measured value at 1.4 cm. For all doses below the dmax, the average local difference
between the measured and calculated PDD curves was 1.8%. For each tally the uncertainty
was less than 2%.

Figures 3(a) and (b) show the 6 MV lateral dose profiles for the 10 cm × 10 cm and 40 cm ×
40 cm fields. Despite being calculated, the other fields have been left out to avoid
redundancy. For each field size presented in figure 3, three different lateral dose profiles are
provided for depths of dmax, 5 and 10 cm. For all fields considered, the average local
difference between the calculated and measured dose on the plateau region was within the
acceptance criteria of 2%. The average distance between the calculated and measured dose
in the penumbra region for all curves was also within the acceptance criteria of 2 mm. For
each tally the relative error was less than 2%.

The PDD curves for the 18 MV beam are provided in figure 4 for 4 cm × 4 cm, 10 cm × 10
cm and 20 cm × 20 cm fields. The best agreement between the calculated and measured
dmax was achieved for the 10 cm × 10 cm field, where the calculated and measured dmax
values were both 3.4 cm. For this case, the average local difference between the calculated
and measured dose beyond dmax was 1.06%. Good agreement was also achieved for the 4
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cm × 4 cm field, where the calculated dmax was 3.4 cm, which compares well with the
measured dmax of 3.6 cm. The average local difference between calculated and measured
doses beyond dmax was 1.50%. For the 40 cm × 40 cm PDD, the calculated dmax of 2.6 cm
was different than the measured dmax of 2.5 cm. The average local difference between
calculated and measured doses beyond dmax was 0.72%.

Figures 5(a) and 6(b), (c) show the lateral dose profiles for the 18 MV beam for 4 cm × 4
cm, 10 cm × 10 cm and 20 cm × 20 cm fields. Three different lateral dose profiles at depths
of dmax, 5 and 10 cm are provided for each field size. There was good agreement between
the calculated and measured lateral dose profiles. Once again, for all curves the average
local difference between the measured and calculated dose in the plateau region was within
the acecptance criteria of 2%. The average distance between the measured and calculated
dose in the penumbra region was also within the 2 mm acceptance criteria.

3.2. Out-of-field dose comparison between calculations and measurements
The results of the out-of-field dose validation are presented in the following sections. In
section 3.2.1 comparisons of out-of-field photon dose between calculations and
measurements for both the 6 and 18 MV beams are provided. Section 3.2.2 provides a
comparison between in-air out-of-field neutron fluence calculations and measurements for
the 18 MV beam.

3.2.1. Photons—A comparison of measured and calculated out-of-field absolute dose data
from the 6 MV beam for field sizes of 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm is
provided in figure 6. There is good agreement between calculated and measured out-of-field
absolute doses for all field sizes considered. The best agreement was achieved for the 20 cm
× 20 cm field, where the average difference between the calculated and measured absolute
dose was 6.2% with differences never exceeding 10.7% for distances less than 60 cm from
the isocenter. For the 10 cm × 10 cm field, the average local difference was 14.2% with
differences never exceeding 34% for distances less than 60 cm from the isocenter.
Acceptable agreement was also seen for the 4 cm × 4 cm field where the average local
difference between the calculated and measured out-of-field absolute dose was 21% with
differences never exceeding 30%. Most of the difference is due to points far away from the
isocenter. The ‘spike’ seen in both the measured and calculated out-of-field dose
distributions is due to the effects of the abrupt ending of the MLC in this region. The dose
just outside the MLC leaves is substantially higher because of the absence of this additional
shielding. The spikes are not seen in the larger field sizes because the MLC was extracted
for these calculations and measurements. The statistical uncertainties in the calculated doses
were less than 10% for distances up to 25 cm from the central axis. The average statistical
uncertainty in calculated doses up to 60 cm from the central axis was 19, 14 and 6% for the
4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm fields, respectively. The decrease in
statistical uncertainty with increasing field is due to higher photon fluence in the out-of-field
region from larger field sizes. The uncertainty in the measurements reported by Kry et al
(2006) was 1.9%.

Figure 7 shows a comparison of the measured and calculated out-of-field absolute dose from
the 18 MV beam for 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm fields. Once again,
acceptable agreement was achieved between calculated and measured out-of-field absolute
doses for all field sizes. The best agreement was achieved for the 10 cm × 10 cm field,
where the average local dose difference was 11.5%. Good agreement was also achieved for
the 20 cm × 20 cm field. The average local difference between calculated and measured out-
of-field absolute doses for distances less than 60 cm from the field edge was 19.4%.
Acceptable agreement was achieved for the 4 cm × 4 cm field where the average local
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difference between the calculated and measured absolute dose was 18.6% for distances less
than 60 cm from the field edge. Again, the dose ‘spike’ in the 4 cm × 4 cm profiles was due
to the effects of the sudden ending of the MLC in this region. The statistical uncertainties in
the calculated doses were less than 10% for distances up to 25 cm from the central axis. The
average statistical uncertainty in calculated doses up to 60 cm from the central axis was 19,
10 and 8% for the 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm fields, respectively.
Again, this decrease in uncertainty is due to higher concentrations of photons in the out-of-
field region from larger field sizes. The uncertainty in the measurements reported by Kry et
al (2006) was 3.2%. The uncertainty for each tally ranged from less than 1% along the
isocenter to 25% at the furthest distance from the isocenter.

3.2.2. Neutrons—Calculated in-air neutron fluences for a closed field and field sizes of 9
cm × 9 cm and 20 cm × 20 cm are compared with calculated and measured neutron fluences
reported by Kry et al (2007) and Howell et al (2005) in table 1. The calculated and measured
fluences provided by these authors were from the same accelerator model, using the same
field sizes and measurement locations. The fluence data calculated in this study and the
calculated data provided by Kry et al (2007) differ by less than 9.5% averaged for all
locations which is very good considering the possible differences in the accelerator
modeling, including variations in the accelerator head and room geometries and differences
in the photonuclear cross-section data used for the simulations. The largest differences were
on the central axis for the closed field and the 20 cm × 20 cm field, which were 16 and
17.5%, respectively. The average percent difference between our calculations and those
provided by Howell et al (2005) was 13.7%. Calculated fluence data were also compared to
measured fluence data provided by Kry et al (2007). The calculated neutron fluence
systematically overestimated the measured neutron fluence for almost all locations. While
the worst agreement between calculation and measurement was 39% for the 9 cm × 9 cm
field at a distance of 30 cm from the central axis, on average the percent difference for all
locations was 20%. Considering the large errors in the measurement data, which were
estimated to be 10% (Kry et al 2007), this agreement is also satisfactory.

The neutron fluence (per unit lethargy per unit MU) as a function of energy is shown in
figure 8 at a distance of 21 cm from the central axis in the in-plane direction. The calculated
neutron fluence from this study is compared to the calculated neutron fluence spectrum
provided by Howell et al (2005) for the same irradiation conditions. The average energy of
the calculated neutron spectrum was 0.55 MeV, which agrees within statistical uncertainties
with the average energy of 0.51 MeV calculated by Howell et al (2005).

3.3. Comparison of calculation versus measurement
The following section addresses the differences between calculated and measured dosimetry
data presented in this paper. The agreement between calculated and measured in-field dose
distributions was within the acceptance criteria discussed in section 2.2. For the most part,
this agreement can be attributed to the rigorous tuning procedure that was used to determine
the optimal initial electron beam parameters for both accelerator models. The matching
criteria established between calculation and measurement were similar to criteria that have
been previously reported (Keall et al 2005, Cho et al 2005). In addition, the modification to
the default indexing method in MCNPX by invoking the ITS indexing method improved the
accuracy of the transport of primary and secondary electrons. Kim et al (2006) used
MCNPX to calculate in-field dose distributions from 6 and 10 MV beams. The group
reported an agreement within 2% of measurement at depths beyond dmax for the PDD curve.
For the lateral dose profile curves, the calculated dose on the plateau region agreed with
measurement within 2%, while in the penumbra region agreement was within 1 mm. The
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agreements presented in this paper are markedly similar to those presented by Kim et al
(2006).

The agreement between calculated and measured out-of-field photon dose distributions was
not as accurate as the in-field dose agreement. However, the larger differences in the out-of-
field region were expected (Kry et al 2006, 2007), since these regions are subjected to lower
radiation doses, and larger uncertainties in the calculated data were unavoidable. Again, for
very large distances from the central axis, the calculated out-of-field dose reported in this
paper for the 6 and 18 MV beams had relative errors exceeding 20%. Large relative errors in
calculated out-of-field dose data were also reported by Kry et al (2006, 2007), which
reached values of 20%. Despite these differences the agreement reported in this paper
compares well with the agreement of calculated and measured dose provided in Kry et al
(2006, 2007). The average local differences between calculation and measurement for all
field sizes were 14 and 16% for the 6 and 18 MV beam, which are similar to the differences
reported by Kry et al (2006, 2007) of 16 and 17%, respectively. Similarly, the calculated
neutron fluences in this study agree within statistical uncertainties with the measured
fluences reported by Kry et al (2007).

The advantages of using Monte Carlo methods over detailed measurements for quantifying
dose outside the treatment volume during radiation treatments has recently been discussed
(Xu et al 2008, Bednarz and Xu 2008). To experimentally measure organ doses from
radiation treatments requires placing several dosimeters in corresponding cavity locations
inside an anthropomorphic physical phantom. Such measurements are laborious, time
consuming and can lead to an overestimate or underestimate of the true organ dose value
since optimal dosimetry locations are often uncertain. Alternatively, the detailed structures
of the patient and accelerator can be accurately described in Monte Carlo codes. Currently,
several anatomically detailed computational phantoms have been adopted into Monte Carlo
codes for organ dose calcualtions (Xu et al 2008). The validated accelerator models
presented in this paper can be combined with whole-body computational phantoms to
calculate organ doses from selected treatment plans. In a subsquent paper, a computational
framework that integrates the accelerator models validated in this paper with anatomically
realistic patient phantoms will be presented using data from a doctoral research project
(Bednarz 2008). Various treatment plans will be used to calculate organ equivalent doses for
several phantoms including adult male, adult female and pediatric patients. Risks for
radiation-induced second cancers associated with these exposures will be calculated and
analyzed to demonstrate the usefulness of these tools in the management of second cancer
exposure in radiotherapeutically treated patients.

4. Conclusions
This paper described the development and validation of a detailed Monte Carlo model of the
Varian Clinac accelerator operating at 6 and 18 MV beam energies for both in-field and out-
of-field radiation componenets. This work was motivated by the need to develop accurate
computational tools to assess organ-averaged equivalent doses in various organs of the
patients during radiation therapy treatments. Such relatively low levels of exposures have
been linked to radiation-induced second cancers in patients that develop sometime later in
their lifetimes. The quantifications of such exposures are expected to improve an
understanding of radiation-induced second cancer risk from radiation therapy treatments and
to aid in the development of strategies to reduce these exposures.
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Figure 1.
Plot of the Varian Clinac accelerator model using the plotting feature in the MCNPX code.
All secondary shielding components are shaded in gray. The MLC was modeled although
not plotted here.
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Figure 2.
The PDD curves from the 6 MV beam for the 4 cm × 4 cm, 10 cm × 10 cm and 40 cm × 40
cm fields. The 10 cm × 10 cm field was scaled by 80% and the 40 cm × 40 cm field was
scaled by 60% for clarity. Measurement data were produced by the machine’s manufacturer
as the ‘gold standard’ for this particular accelerator model (Kry 2008). For each tally the
relative error was less than 2%. The relative error is the standard deviation of the mean dose
value divided by the mean.
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Figure 3.
6 MV lateral dose profiles for (a) 4 cm × 4 cm, (b) 10 cm × 10 cm and (c) 20 cm × 20 cm
fields at depths of 5, 10 and 20 cm. All curves are normalized to dose at dmax. For each tally
the relative error was less than 2%. Measurement data were produced by the machine’s
manufacturer as the de facto ‘gold standard’ for this particular accelerator model (Kry
2008).
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Figure 4.
The PDD curves from the 18 MV beam for 4 cm × 4 cm, 10 cm × 10 cm and 40 cm × 40 cm
fields. The 10 cm × 10 cm field was scaled by 80% and the 40 cm × 40 cm field was scaled
by 60% for clarity. For each tally the relative error was less than 2%. Measurement data
were produced by the machine’s manufacturer as the de facto ‘gold standard’ for this
particular accelerator model (Kry 2008).
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Figure 5.
The 18 MV lateral dose profiles for (a) 10 cm × 10 cm and (b) 40 cm × 40 cm fields at
depths of dmax, 5 and 10 cm. No plot is provided for the 40 cm × 40 cm field at a depth of
dmax since no measurement data were available at the time of the study. All curves are
normalized to dose at dmax. In order to improve clarity in (a), the calculated and measured
data for depths of 5 and 10 cm are reduced by 20 and 40%, respectively. Measurement data
were produced by the machine’s manufacturer as the de facto ‘gold standard’ for this
particular accelerator model (Kry 2008).
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Figure 6.
Comparison of measured and calculated out-of-field dose profile data from the 6 MV beam
for field sizes of 4 cm × 4 cm, 10 cm × 10 cm and 20 cm × 20 cm at a depth of 3.75 cm in an
acrylic phantom. The measurement data shown in the figure were taken from Kry et al
(2006).
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Figure 7.
Comparison of measured and calculated out-of-field absolute dose data from the 18 MV
beam for field sizes of 4 cm × 4 cm, 10 cm × 10 cm and 25 cm × 25 cm at a depth of 3.75
cm in an acrylic phantom. The measurement data plotted in the figure were taken from Kry
et al (2007).
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Figure 8.
Neutron fluence spectrum from direct neutrons at a distance of +21 cm from the central axis
in the in-plane direction. The fluence is normalized per unit lethargy, u, and MU.
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