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ABSTRACT The human cerebral cortex is notorious for
the depth and irregularity of its convolutions and for its
variability from one individual to the next. These complexities
of cortical geography have been a chronic impediment to
studies of functional specialization in the cortex. In this
report, we discuss ways to compensate for the convolutions by
using a combination of strategies whose common denominator
involves explicit reconstructions of the cortical surface. Sur-
face-based visualization involves reconstructing cortical sur-
faces and displaying them, along with associated experimental
data, in various complementary formats (including three-
dimensional native configurations, two-dimensional slices,
extensively smoothed surfaces, ellipsoidal representations,
and cortical f lat maps). Generating these representations for
the cortex of the Visible Man leads to a surface-based atlas
that has important advantages over conventional stereotaxic
atlases as a substrate for displaying and analyzing large
amounts of experimental data. We illustrate this by showing
the relationship between functionally specialized regions and
topographically organized areas in human visual cortex.
Surface-based warping allows data to be mapped from indi-
vidual hemispheres to a surface-based atlas while respecting
surface topology, improving registration of identifiable land-
marks, and minimizing unwanted distortions. Surface-based
warping also can aid in comparisons between species, which
we illustrate by warping a macaque flat map to match the
shape of a human flat map. Collectively, these approaches will
allow more refined analyses of commonalities as well as
individual differences in the functional organization of pri-
mate cerebral cortex.

The mammalian cerebral cortex contains numerous anatom-
ically and functionally distinct areas arrayed in a complex
mosaic across the cortical sheet. Efforts by cortical cartogra-
phers to determine the number, arrangement, and internal
organization of these areas represent a major thrust in systems
neuroscience over the entire 20th century. Nonetheless, a
precise and definitive charting of the entire neocortex has yet
to be attained for any species. In the human neocortex,
classical neuroanatomists identified '50 architectonic subdi-
visions (1). However, the actual number may be 100 or more
areas, given the plethora of cortical areas recently discovered
in nonhuman primates (2–6) coupled with the disproportion-
ate expansion in cortical surface area in humans compared
with nonhuman primates.

The prospects for accurately mapping the arrangement of
functionally specialized areas in the human cerebral cortex
have been enhanced greatly by recent advances in noninvasive
neuroimaging techniques. Positron emission tomography al-

lows localization of activation foci with an accuracy on the
order of 1 cm, and functional MRI has even better spatial
resolution, comparable to the 3-mm thickness of the cortical
sheet. By combining functional MRI with structural MRI, it is
possible to map activation patterns precisely in relation to the
specific pattern of cortical folds in the same individual.

The ability to chart function at near-millimeter resolution on
a cortical sheet whose surface area is '80,000 mm2y
hemisphere poses major technical problems in the arenas of
data analysis and visualization. The basic challenge is how best
to visualize large amounts of complex experimental data with
minimal loss of important information about spatial and
topological relationships. The problem is compounded by
individual variability in cortical structure and function. This
variability includes pronounced differences in the pattern of
folding, in the size and shape of cortical areas, and in their
location relative to these folds. Together, these factors intro-
duce a degree of spatial uncertainty well in excess of the
resolution available with current neuroimaging techniques.

To help meet this challenge, new visualization and analysis
methods have been developed that emphasize surface repre-
sentations and surface-based coordinates. Here, we discuss
three sets of recently developed tools that collectively offer
major advantages over conventional methods that emphasize
volume representations and stereotaxic coordinates. The first
is surface-based visualization, which includes methods for
reconstructing surfaces and changing the shape of the surface
to facilitate the analysis of important geometrical and topo-
logical relationships. The second involves surface-based at-
lases, in which reconstructions of particular hemispheres are
used as standard substrates for analyzing data obtained from
many individuals. The third involves surface-based warping,
which uses surface representations to constrain the deforma-
tion from a source to a target hemisphere, thereby preserving
critical topological relationships when mapping data from
individual subjects onto an atlas.

Surface-Based Visualization of Cerebral Cortex

In the most common type of surface reconstruction, the cortex
is represented by a wire-frame meshwork running within the
cortical sheet (or along its inner or outer margins). Fig. 1A
shows a reconstruction of a surface running midway through
the cortical thickness of the right hemisphere of the Visible
Man (7). The surface was generated from a digitized series of
images through an entire brain (8) and has been rendered to
show the frontal lobe in beige, the parietal lobe in green, the
temporal lobe in blue, and the occipital lobe in pink. This
native three-dimensional (3-D) display format, although pro-
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viding a familiar view, has several inherent drawbacks. First,
sulcal regions are largely occluded from view. Second, dimen-
sions along the image are distorted by foreshortening wherever
the surface is oblique to the viewing angle. Third, the stereo-
taxic coordinate system in which the cortex is embedded does
not respect the topology of the cortical surface; points that are
close together in 3-D space may be widely separated along the
cortical surface.

Surfaces can be modified in several ways to address these
problems. The major options include smoothing the surface,
cutting it at suitable locations, and mapping it to a geometri-
cally well defined shape. Various combinations of these steps
lead to four alternative display formats shown in Fig. 1: slices
cut through the hemisphere (shown at two coronal levels in
Fig. 1B); an extensively smoothed surface, which makes buried
regions visible (Fig. 1C); a geometrically well defined ellipsoi-
dal representation (Fig. 1D); and a cortical f lat map (Fig. 1E).
Darker shading represents cortex that is buried within sulci in

the native 3-D configuration, thereby preserving an explicit
representation of cortical geography. For each display format,
Table 1 summarizes the tradeoffs between the improvements
related to one set of characteristics (visibility, compactness,
foreshortening, and parameterization) vs. drawbacks that are
introduced, including distortions of surface geometry, topo-
logical changes (cuts) in the surface, and shape changes that
obscure relationships to the native 3-D configuration.

Slicing a surface into sections, such as the coronal slabs
shown in Fig. 1B, reveals buried regions without changing the
shape of the surface contours. This format has the advantage
of familiarity, insofar as the contours have shapes similar to
that shown in standard stereotaxic atlases. Moreover, with
computerized reconstructions, it is feasible to slice a given
surface in different sectioning planes (e.g., coronal or hori-
zontal). On the other hand, slicing the surface makes it difficult
to discern important topological relationships within and
between sections. This problem is exacerbated when sections

FIG. 1. Surface-based representations of the Visible Man cerebral cortex. (A) Native 3-D view of the right hemisphere, with lobes differently
shaded. (B) Two coronal slices (6 mm thick), whose location in the other panels is shown in blue. (C) An extensively smoothed surface. (D) The
same surface mapped onto an ellipsoid. (E) A cortical f lat map, with selected cuts to reduce distortions. The gridwork surrounding the map defines
a surface-based coordinate system, with a grid spacing of 1 map-cm, equivalent to 1 cm along the cortical surface in regions that are not distorted.
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are displayed only at sparse intervals, as is generally necessary
because slices are not a compact display format.

Buried cortex is brought into full view in three formats that
preserve surface continuity: extensively smoothed surfaces,
ellipsoidal maps, and flat maps. Extensively smoothed surfaces
(9) and ellipsoidal maps preserve all topological relationships
across the cortical surface, but they necessarily involve fore-
shortening around the perimeter, and they require multiple
views to see the entire hemisphere. Flat maps are the most
compact representation because the entire hemisphere can be
seen in a single view, and they have no foreshortening because
the surface is planar. However, f lat maps do entail the
introduction of selected cuts to prevent severe distortions in
surface area. Indeed, all of the formats involving shape
changes have modest distortions in surface area and in linear
dimensions, which are inevitable because the cortex is not
simply folded like a sheet of newspaper. Instead, it contains
numerous hot spots of high intrinsic curvature (bumps and
dents) analogous to the indentations on a golf ball (7). In
general, such distortions are not a major drawback because
accurate measurements of surface area can be made on the
native 3-D surface even when the region of interest has been
selected on a different format. Likewise, measurements of
distance are best made by calculating geodesics along the
native 3-D surface (10).

Mapping the cortex to a geometrically well defined surface
(ellipsoidal or planar) allows locations on the surface to be
represented by a two-dimensional coordinate system that
respects the topology of the cortical surface. Just as latitude
and longitude are more useful than volumetric (x, y, z)
coordinates for describing locations on the earth’s surface,
surface-based coordinates have inherent advantages when
describing locations in the cerebral cortex. Either polar or
Cartesian coordinates can be used, but polar coordinates are
a more natural parameterization for an ellipsoidal surface, and
Cartesian coordinates are more natural for flat maps.

Shape changes and cuts tend to obscure the relationship
between locations on a deformed surface and the correspond-
ing locations in the native 3-D configuration. The extensively
smoothed surface, which has no cuts and is shaped like a
lissencephalic primate brain, is the least problematic in this
regard. Other formats require more effort to recognize rela-
tionships with the native 3-D configuration, but the process is
aided by software options for rapidly switching from one
format to another while highlighting a particular point or
domain of interest. This is illustrated in Fig. 1 by showing the
trajectories of the same two coronal slices (blue contours) on
each of the display formats.

A Surface-Based Atlas

When comparing experimental data obtained from different
subjects, a standard approach is to display results on a common
anatomical substrate: an atlas. Some cerebral atlases in current

use are based on histological sections or MRI scans through a
particular brain that is placed in a standard stereotaxic space,
such as the Talairach stereotaxic space (11–13). Other atlases
are based on MRI images averaged across many individual
brains after initial transformation into stereotaxic space (14,
15). This allows probabilistic descriptions regarding the loca-
tion of different structures, but it is associated with consider-
able blurring of gyral and sulcal features because of residual
variability in the position of any given sulcus.

Given the advantages of surface representations, it is im-
portant to have a cerebral atlas that includes an explicit surface
reconstruction. To address this need, we have used recon-
structions of the left and right hemispheres of the Visible Man
to establish a surface-based human cortical atlas (7, 16). The
Visible Man is a reasonable choice for such an atlas because
its overall dimensions are similar to those of the Talairach atlas
and because the pattern of convolutions for both hemispheres
lies within the normal range of a population of normal brains
(7, 17). The atlas includes a complete map of major gyri and
sulci in each hemisphere and is linked to multiple coordinate
systems, including the Talairach stereotaxic space and Carte-
sian surface-based coordinate systems (cf. Fig. 1).

Many types of experimental data can be visualized conve-
niently on the Visible Man atlas. Fig. 2 illustrates this by using
published results on the functional organization of human
visual cortex. The layout of topographically organized visual
areas, including primary visual cortex (area V1) and surround-
ing extrastriate areas V2, V3, VP, V3A, and V4v, is shown on
a flat map of the occipito–temporal cortex (Fig. 2 A) and on a
medial view of the occipital lobe (Fig. 2B). The most likely
extent of area V1 in the Visible Man was estimated from a
postmortem analysis of the architectonic borders of V1 (7, 18).
The boundaries of the extrastriate areas were estimated from
their average widths determined in functional MRI studies and
displayed on cortical f lat maps (19, 20). Although not indicated
in Fig. 2, there are significant uncertainties (about 61 cm)
associated with the boundaries of each of these topographically
organized areas, mainly because of individual variability in
their size and location relative to geographic landmarks.

Complementing these maps of topographically organized
areas are studies of regions activated by different aspects of
visual processing. Fig. 2 C and D show regions implicated in
color processing, and Fig. 2 E–G summarize the specializations
relating to color, motion, form, and spatial relationships. These
results are based on positron emission tomography and func-
tional MRI studies that did not include explicit surface recon-
structions of the individual subjects from whom the data were
acquired. Instead, the data were transformed into Talairach
space by using conventional low dimensional warping algo-
rithms (involving only affine transformations), followed by
averaging across multiple subjects and reporting the Talairach
stereotaxic coordinates for the center of each activation focus.
By using these coordinates, each activation focus can be
mapped to the nearest point on the Visible Man surface (which

Table 1. Surface-based display formats for cerebral cortex

Native 3-D Slices Smoothed Ellipsoid Flat map

Visibility poor interval dependent good good excellent
Surface topology good many cuts good good some cuts
Compactness moderate poor moderate moderate excellent
Distortions low low moderate moderate moderate
Foreshortening poor axis dependent poor poor good
Parameterization stereotaxic

(3-D)
stereotaxic (3-D) none surface-based

(2-D ellipsoidal)
surface-based

(2-D Cartesian)
Ease of localization – mixed good moderate mixed

Each surface display format is evaluated with respect to visibility (occlusion of buried cortex), topology (cuts in surface),
compactness (number of views needed), distortion (fidelity of representing area on the modified surface), foreshortening
(additional perspective distortions), parameterization (coordinate systems available), and localization (relative to the native
3-D configuration).
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itself has been transformed to Talairach space). For example,
the distribution of activation foci implicated in color process-
ing are plotted on a cortical f lat map (Fig. 2C) and on a medial
view of the hemisphere (Fig. 2D). Each green dot on the flat
map shows the nearest point on the Visible Man surface to an
activation focus reported by Lueck et al. (ref 21; foci 1a–c),
Zeki et al. (ref 22; foci 2a–c), or Corbetta et al. (ref 23; foci
3a–n). However, it is deceptive to view only the nearest point
on the Visible Man surface because of individual variability
that is not compensated by transforming each hemisphere into
stereotaxic space.

When a given paradigm is repeated in many subjects, the
centers of activation foci are scattered over a considerable
range of stereotaxic space, but they mainly lie within 10 mm of
the group mean (7, 24, 25). This scatter is mainly attributable
to biological variability in the stereotaxic location of activation
foci although resolution limits of the neuroimaging techniques
presumably contribute to some degree. The light green shading
in Fig. 2 C and D represents this spatial uncertainty by showing
portions of the Visible Man surface that lie within 10 mm of
one or another of the reported color activation foci. This
represents geographic regions within which these foci probably
would have been centered had the experiments been done on
the Visible Man.

We extended this type of analysis to 118 activation foci from
12 studies reporting activation foci associated with processing
of color, form, motion, and spatial relationships (7). In an
intermediate stage of analysis (not illustrated here), all indi-
vidual foci were superimposed on a single flat map. Fig. 2 E
and F show summary representations generated from this
superposition map, indicating which cortical regions are dom-
inated by a single aspect of visual function and which involve
overlap or close interdigitation of multiple functions. For
example, the region of the lateral occipito–temporal cortex
shaded red is associated largely or exclusively with motion
processing (M) whereas the regions of the ventral occipito–
temporal cortex shaded blue are associated largely or exclu-
sively with form processing (F). Other regions involve overlap
or close interdigitation of foci implicated in more than one
function, including form and color analysis (FC, shaded blue-
green) in or near areas VP and V4v; form and motion analysis

(FM, shaded purple) in a ventro–lateral portion of the occipi-
to–temporal cortex; and motion, color, and spatial analysis
(MCS, shaded orange) in or near area V3A in the dorsal
extrastriate cortex. Although omitted in Fig. 2, this analysis
also revealed numerous activation foci in areas V1 and V2,
reflecting the involvement of both areas in multiple aspects of
visual processing.

This example demonstrates the utility of a surface-based
atlas as a substrate for objective analysis and compact visual-
ization of large amounts of neuroimaging data. However, it
also illustrates the limitations associated with the stereotaxic
projection method and highlights the need for new methods to
reduce spatial uncertainties when mapping data onto the atlas.

Surface-Based Warping

Here, we introduce an approach that uses explicit surface
representations to bring one hemisphere into better register
with another. It is designed to achieve three general objectives,
each motivated by key facts or plausible assumptions regarding
cortical structure and function.

1. Surface Topology. A necessary (but by no means suffi-
cient) condition for attaining optimal registration is to pre-
serve surface topology in the mapping from one hemisphere
(the source) to another (the target). This requires that neigh-
boring points in the cortex of the source hemisphere always
map to neighboring points in the cortex of the target hemi-
sphere (and not, for example, to opposite banks of a sulcus or
to locations lying outside the cortical gray matter). This
constraint arises because the surface of the cortex (or of any
layer within the cortex) is topologically equivalent to a simple
disk and because the topological arrangement of cortical areas
(areal topology) across the cortical surface is thought to be
identical, or at least very similar, from one individual to the
next.

2. Point-to-Neighborhood Correspondences. The deforma-
tion process aims to improve registration between locations
that correspond in function, i.e., that represent the same
cortical area and an equivalent location within that area in the
source and target hemispheres. However, there are inherent
biological limits as well as practical limits in identifying func-

FIG. 2. Functional specialization in human visual cortex. (A) Topographically organized visual areas shown on a flat map of occipito–temporal
cortex in the Visible Man. (B) The same areas on a medial view of the occipital lobe. (C) The same regions on a lateral view of the hemisphere.
(D) Cortical regions implicated in processing of color. Green dots denote centers of activation foci, and lighter green denotes cortex with the 10-mm
uncertainty limit. (E) Cortical regions implicated in the processing of motion (M); form (F); form and color (FC); form and motion (FM); and
motion, color, and spatial relations (MCS). Question marks denote additional regions potentially involved in processing of color (green), motion
(red), and spatial relations (yellow). (F) The same functional specializations shown on lateral and ventral 3-D views. (G) The same pattern on
extensively smoothed surfaces. [Adapted, with permission, from ref. 7 (Copyright 1997, J. Neurosci.)].
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tionally corresponding locations in different hemispheres. The
biological limits arise because of individual variability in the
size, shape, position, and internal organization of each cortical
area. Individual cortical areas can vary in size by at least a
factor of two (26, 27), and many areas are characterized by
internal compartments, or modules, whose total number and
dimensions vary across individuals (28, 29). Accordingly, it is
unrealistic to expect functional correspondences to be identi-
fied more precisely than within a few millimeters for human
cortex. Often, the uncertainty is in the centimeter range
because of resolution limits and sparseness in the available
functional and structural data. It therefore makes sense to
express functional correspondences in terms of ‘‘point-to-
neighborhood’’ relationships, in which a given point in one
hemisphere is associated not only with the most likely corre-
sponding point in another hemisphere but also with a neigh-
borhood whose extent reflects the degree of spatial uncer-
tainty in this mapping. The deformation algorithm should
force registration of corresponding landmarks only to a degree
commensurate with this neighborhood size along the cortical
surface.

Geographical landmarks provide valuable, albeit indirect,
indicators of functional correspondences because the location
of many cortical areas is correlated with the pattern of cortical
folds. The tightness of this correlation differs from one region
to another and tends to be stronger, for example, in the vicinity
of primary sensory and motor areas than in most other regions
(12, 18, 24). Also, the correlation is generally weaker in the
highly convoluted human cortex than in less convoluted species
such as the macaque monkey. Both the consistency and the
variability of this relationship have a natural explanation in
terms of a tension-based mechanism that may drive cortical
folding during development (30).

3. Minimize Local Distortions. The functional and geo-
graphical landmarks available to guide the registration of any
particular pair of hemispheres typically are distributed non-
uniformly and often sparsely across the cortical surface. To
achieve satisfactory registration of these landmarks, significant
compression, expansion, or shearing of cortex in the interven-
ing regions may be necessary. However, it is desirable that such
deformations be as smooth and regular as possible because it
makes sense to assume similarity in the relative sizes and
positions of cortical areas except where there is direct evidence
to the contrary.

Surface-based warping offers an attractive general strategy
for meeting all three of these objectives. Our approach involves
a landmark-based deformation algorithm, in which the surface
is modeled as a viscoelastic f luid sheet (31, 32). This approach
is analogous to a 3-D viscoelastic model that has been used for
high dimensional volume deformations (32–35), but it is
computationally much less demanding because of its lower
dimensionality. The warping is driven by selected landmarks
that are identifiable on both source and target maps and in this
respect is analogous to the landmark-based approach of Book-
stein (36). As landmarks, we use contours that are drawn
explicitly along corresponding locations on the source and
target maps, based on geographical andyor functional criteria.
The warping algorithm deforms the source map so as to bring
the landmarks more closely into register, but its viscoelastic
characteristics tend to smooth out local distortions on the map,
thereby allowing tradeoffs between these competing objec-
tives.

Some of the issues that arise in judiciously selecting land-
marks and in interpreting the results are illustrated in Fig. 3.
The top panels (Fig. 3 A and B) show cortical f lat maps of the
left and right hemispheres of the Visible Man, with the left
hemisphere map mirror-f lipped to facilitate comparison of
their shapes. Our objective in this example was to warp the left
hemisphere map to match the right hemisphere map by using
only geographic landmarks to constrain the deformation.

To insure a complete point-to-point mapping between hemi-
spheres, the warping algorithm requires landmarks along the
perimeter of each map, including not only the natural termi-
nations of cortex but also the artificial cuts that were made in
geographically corresponding locations in the two hemi-
spheres. As internal geographical landmarks, we used the
central sulcus and calcarine sulcus, which are very similar in
shape and location on the two maps, and also the cingulate
sulcus, whose local irregularities differ in the two hemispheres
and was therefore assigned a weighting factor that tolerates
less precise registration achieved by the deformation. The
deformation grid in Fig. 3C shows the shape changes needed
to make the left hemisphere map conform to the shape of the
right hemisphere map. Because the warping algorithm insures
a diffeomorphic mapping, there are no topological irregular-
ities (tangles) in this deformation field. This satisfies the
objective of preserving surface topology, except for the dis-
continuities tolerated along the cuts. Relative to the original
grid size (see Fig. 3 Inset), the deformations involve only
modest compression or expansion and relatively little shear
except in a few locations.

In Fig. 3D, the right hemisphere and deformed left hemi-
sphere maps are directly superimposed and are color-coded to
reveal the degree of geographical registration achieved by
deformation. Brown denotes cortex that is buried (Bur.) in
both the right and deformed left hemisphere maps; yellow
denotes exposed (externally visible) cortex (Exp.) in both
maps; and orange and light green denote regions in which
exposed cortex on one map overlies buried cortex in the other
and thus are not in geographic register. If buried cortex were
completely in register between the source and target, the
overlay would include only brown and yellow shading. How-
ever, this is not possible to achieve because the two hemi-
spheres differ considerably in the topological pattern of buried
vs. exposed cortex, i.e. their geographic topology.

As expected, the warping did achieve nearly complete
overlap of buried cortex for the central sulcus and calcarine
sulcus, whose perimeters were forced to be in tight register,
and less overlap along the margins of the cingulate sulcus,
where greater misalignment was tolerated. In regions distant
from these landmarks, several patterns are evident. The easiest
to interpret are regions such as the collateral sulcus, where
there is good registration between sulci that are in obvious
geographic correspondence. In contrast, in the vicinity of the
posterior inferior temporal sulcus, a region known for the
variability of its folds (17, 24), the geographic correspondence
is much weaker (mainly green and orange instead of brown and
yellow in the overlay). Nonetheless, the deformation grid is
notably regular in this region, which is desirable if the arrange-
ment of cortical areas is similar on the left and right hemi-
sphere maps despite the marked differences in folding.

Surface-based warping also can reveal unexpected geo-
graphic relationships that may be functionally significant. This
is exemplified by the region in and around the superior
temporal sulcus (STS). The single asterisk in Fig. 3D indicates
where the deformed left STS is aligned with the posterior
Sylvian fissurein the right hemisphere; the double asterisk
indicates where the right STS is aligned with the deformed left
anterior occipital sulcus, a sulcus that is altogether absent in
the Visible Man right hemisphere. If the left and right STS are
occupied by functionally corresponding areas not only in
general but in the particular brain of the Visible Man, the
geographical misregistration in Fig. 3D would signify an inad-
equacy of the landmarks used to constrain this particular
deformation. However, an alternative interpretation is that
there are major left–right differences in the arrangement of
cortical areas relative to geographic landmarks in the temporal
lobe of the Visible Man, related either to a consistent hemi-
spheric asymmetry or to chance differences in how the cortex
was folded in these two hemispheres. To distinguish between
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such possibilities would require neuroimaging or other func-
tional data that obviously can no longer be obtained for the
Visible Man, but this limitation will not apply to future studies
that involve cortical reconstructions made from in vivo struc-
tural MRI scans.

More generally, surface-based warping should become an
important tool in analyzing consistency as well as variability of
cortical function and its relation to cortical geography. As
progressively more areas and regions of functional specializa-
tion become routinely identifiable, they can be added to the
repertoire of landmarks that help to constrain surface-based
deformations while exploring the functional organization of
less well charted regions. Because reconstructing and flatten-
ing an entire hemisphere is a major endeavor with current
technology, it is worth noting that surface-based warping can
be profitably applied at a regional level by warping a map, say,
of just the parietal lobe to match the corresponding region of
an atlas.

Interspecies Comparisons

Surface-based representations have obvious utility when com-
paring functional organization across species (19). Fig. 4
illustrates one such example, by using maps of functional

organization in the macaque monkey (Fig. 4A) and the Visible
Man (Fig. 4B). The macaque map shows the layout of 79
cortical areas identified in the summary partitioning scheme of
Felleman and Van Essen (2). Selected visual areas (V1, V2,
and V4) are assigned individual colors, as are the inferotem-
poral complex (IT) and a complex of motion-related areas
(M), which includes areas MT, MSTd, and MSTl. These plus
the other areas implicated in vision (light blue) together
occupy slightly more than half of the macaque neocortex
whereas only 20–25% of the human neocortex is known to be
visual in function (dark gray in Fig. 4B). This 2-fold difference
in relative extent of visual cortex impedes the evaluation of
possible homologies, and the problem is exacerbated by the
limited utility of geographical landmarks for interspecies com-
parisons. Although some areas have roughly the same location
(e.g., much of V1 lies in the calcarine sulcus), other candidate
homologies differ considerably in location (e.g., the motion-
related complex, which lies within the STS in the macaque but
well posterior to it in humans).

Surface-based warping is well suited for interspecies com-
parisons because it can preserve surface topology while tol-
erating highly nonuniform expansion or compression and also
allowing functionally irrelevant differences in folding patterns
to be ignored. For example, Fig. 4 C and D shows a warping

FIG. 3. Surface-based warping from the left to the right hemispheres of the Visible Man. (A) Mirror-f lipped flat map of the left hemisphere,
with selected sulci labeled, and geographic landmarks used to constrain the deformation shown in black. (B) Equivalently labeled flat map of the
right hemisphere. (C) Deformation field associated with a warping of the left hemisphere map to match the right hemisphere map. (D) Overlay
of right and deformed left hemisphere maps, color-coded as shown in Inset to indicate buried (Bur.) cortex or exposed (Exp.) cortex in each
hemisphere.
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from macaque to human cortex, in which the deformation was
driven by a combination of geographic landmarks along the
perimeter plus several functionally based landmarks (areas V1,
V2, and the motion-related complex). Because the normal cuts
along the perimeter of the macaque map are fewer and
shallower than those in the Visible Man, we added ‘‘virtual
cuts’’ extending into the interior of the macaque map to attain
better geographical correspondence.

The deformed macaque map is shown with the associated
deformation grid in Fig. 4C and with cortical areas in Fig. 4D.
As expected from the 10-fold overall disparity in surface area,
all regions of the deformed macaque become expanded (note
initial grid spacing in Fig. 4A Inset), but the expansion is
relatively modest ('2-fold) for areas V1 and V2, intermediate
('5-fold) for visual cortex as a whole, and much larger in the
temporal and frontal lobes (more than 30-fold in some re-
gions). Consequently, the deformation squeezes macaque V1
and V2 each into only a few percent of total cortex, compared
with the '10% apiece they occupy in the native configuration.
The motion complex is relatively more posterior in human
cortex (to the left on the map) compared with its position in
the macaque. The deformation brings the macaque inferotem-

poral complex into register with the larger of the human
regions specialized for form analysis (including faces and
inanimate forms), thus strengthening the argument for ho-
mology between these regions. Likewise, the ventral half of
deformed macaque V4 is in register with human ventral V4,
consistent with the homology presumed by this terminology. In
contrast, dorsal V4 in the deformed macaque map lies over a
region of human cortex whose function and topographic
organization remains to be elucidated. In this and other
regions, it is possible that human cortex contains areas that are
altogether absent in the macaque (and in their common
ancestor), perhaps reflecting a process analogous to gene
duplication at the molecular level (37). Specific hypotheses
along such lines can be explored by using surface-based
warping after introducing appropriate internal cuts (slits) that
allow nonexistent cortex in one species to expand into one or
more areas in another species.

Implementation Issues

The various software packages needed for carrying out the
various approaches illustrated here are in different stages of

FIG. 4. Surface-based warping from macaque to human cortex. (A) Flat map of cortical areas in the macaque, with visual areas indicated in
various colors. (B) Flat map of the Visible Man, with areas and functional specializations for vision indicated. (C) Deformation grid that warps
the macaque map to the shape of the human, constrained by the perimeter and selected functional regions. (D) Deformed macaque cortical areas,
for comparison with the functional specializations of human visual cortex in B.
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maturity and availability. Surface reconstruction and visual-
ization software (CARET) is now available for Silicon Graphics
workstations (http:yyv1.wustl.eduycaret.html). Digital copies
of the Visible Man atlas are available for viewing and analyzing
any data of interest, and the atlas is also accessible via an
interactive web site (http:yyv1.wustl.eduyCARETdaemon).

A major impediment to surface-based analyses has been the
difficulty in automatically generating accurate surface recon-
structions, particularly from high resolution volume represen-
tations available using structural MRI. Software for key
aspects of this process recently has become available (http:yy
white.stanford.eduyhtmlyteoymriymri.html), and additional
software is under development in several laboratories. There
also has been progress in making robust f lattening algo-
rithms available (http:yywhite.stanford.eduy;brianymriy
mrUnfold.html; http:yyv1.wustl.eduysoftware.html).

These methods all can be expected to undergo continued
refinement that will include qualitative enhancements as well
as improvements in speed and robustness. For example, our
current surface-based warping algorithm operates only on
cortical f lat maps. A future objective is to warp ellipsoidal
maps rather than flat maps, which will circumvent the limita-
tions imposed by the artificial cuts present on flat maps. Once
the warping is done on ellipsoids, it will still be easy to view the
results on flat maps that include standard cuts.

The approaches discussed here represent important com-
ponents of the emerging field of computational neuroanatomy
(38, 39). These and related developments will help usher in a
new era of high resolution brain mapping, which in turn will
greatly improve our understanding of the organization and
function of the cerebral cortex in a variety of species, most
notably in humans.
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