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ABSTRACT Studies of patients with focal brain damage
suggest that topographical representation is subserved by dis-
sociable neural subcomponents. This article offers a condensed
review of the literature of ‘‘topographical disorientation’’ and
describes several functional MRI studies designed to test hy-
potheses generated by that review. Three hypotheses are consid-
ered: (i) The parahippocampal cortex is critically involved in the
acquisition of exocentric spatial information in humans; (ii)
separable, posterior, dorsal, and ventral cortical regions sub-
serve the perception and long term representation of position
and identity, respectively, of landmarks; and (iii) there is a
distinct area of the ventral occipitotemporal cortex that responds
maximally to building stimuli and may play a role in the
perception of salient landmarks. We conclude with a discussion
of the inferential limitations of neuroimaging and lesion studies.
It is proposed that combining these two approaches allows for
inferences regarding the computational involvement of a neuro-
anatomical substrate in a given cognitive process although
neither method can strictly support this conclusion alone.

The topographical domain may be defined as that space that
is beyond our immediate perceptual horizon. Topographical
spaces include the interior of a building or the town in which
the building is located. We routinely generate internal repre-
sentations of these spaces, as well as their contents, which
suffice to guide us from place to place. There are, perhaps, as
many different kinds of representations as there are possible
solutions to the problem of way-finding, ranging from inflex-
ible, route-based lists of right and left turns to map-like
representations that encode the metric distance relationships
between landmarks (1). These representations can be cast
within different spatial frames, including egocentric (body-
centered) and exocentric (world-centered) coordinates (2).
There is evidence that these different types of representations
can be brought to bear in combination and in isolation,
depending on the features of the environment (3) and the
means (4) and goals (5) of exploration. The aim of this article
is to review some recent studies regarding the neural basis of
these types of topographical representations.

There are three primary ideas that will be presented here.
All three fall under the more general proposal that distinct
functional, neuroanatomical components, which normally op-
erate in concert to provide the seamless percept of orientation,
differentially contribute to the representational processes
mentioned above. Each of these hypotheses are related to the
performance deficits from which topographically disoriented
brain-damaged patients suffer, and these hypotheses have been
tested explicitly in intact subjects by using functional magnetic
resonance imaging (fMRI).

The first hypothesis is that the medial–temporal lobes are
regionally subspecialized for the acquisition of topographic in-

formation. The hippocampus holds a privileged position (1) in
theories regarding exocentric spatial representation based on the
identification of place cells (neurons with receptive fields for
current position in the environment) within the rat hippocampus
(6) and the demonstration that hippocampal lesions impair place
learning in the rat (7). As will be described, however, there is little
evidence that lesions of the hippocampus in the human lead to
selective impairments in topographical ability. Instead, the evi-
dence from lesion studies (8–10) and recent neuroimaging studies
(11–13) suggests that the parahippocampus subserves neural
computations that are predominantly required for the acquisition
of novel topographical knowledge.

Second, we propose that distinct neocortical structures
represent conceptually distinct components of topographical
knowledge. Environmental psychology studies of normal sub-
jects suggest that knowledge of topographic space is not
behaviorally unitary. Instead, it appears that people can
acquire separate representations of the appearance of places
and their relative spatial positions (4, 14, 15). A review of the
literature of topographical disorientation (provided below)
suggests that these behavioral components are subserved by
separable, neuroanatomical components although the exis-
tence of this division has been questioned by other workers in
the field. A recent neuroimaging study in intact subjects (16)
explicitly tested this idea and demonstrated distinct dorsal and
ventral areas that respond to the consideration of, respectively,
landmark position and identity.

Third and finally, we offer the possibility of yet another
functional domain within inferior temporal cortex. There is
now considerable evidence (see, e.g., refs. 17–19) that the
inferior temporal cortex contains an anatomically segregated
population of neurons that are specialized for face processing.
As will be described, patients suffering from a variety of
topographical disorientation, termed ‘‘landmark agnosia,’’ ap-
pear specifically unable to recognize salient features of their
environment, particularly buildings. The frequent, but not
absolute, co-occurrence of this disorder with prosopagnosia
(inability to recognize faces) suggests that there may be an area
of cortex near the ‘‘fusiform face area’’ (19) that is specialized
for the perception of buildings.

Throughout this article, we will draw on the rich, but at times
disordered, neurological literature of topographical disorienta-
tion. Over the last century, several dozen cases of these patients
who are unable to find their way within their locomotor envi-
ronment have been reported. The interpretation of these cases
has been debated, and the neuroimaging studies described here
have been designed to address some of these controversies.

The Medial Temporal Lobes and Place Learning

Studies of Place Learning in Rats, Monkeys, and Humans.
Because of impressive findings from electrophysiology (6) and
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lesion studies (7) in the rodent, the hippocampus has been
offered (1) as the site of a ‘‘cognitive map’’ responsible for the
flexible representation of exocentric position. The specificity
of the role played by the hippocampus (i.e., Ammon’s horn, the
dentate gyrus, and the subiculum) in spatial representation
subsequently has been debated at length (see, e.g., ref. 20). At the
very least, it is clear that selective (neurotoxic), bilateral lesions
of this structure in the rodent greatly impair performance on
‘‘place’’ learning tasks such as the water maze (21, 22).

The importance of the hippocampus for exocentric spatial
representation in the human has been more difficult to dem-
onstrate. Spatial memory tests that present fixed stimulus
arrays to a stationary patient (see, e.g., refs. 23 and 24) are not
strictly relevant because the cognitive map theory proposes a
flexible, map-like representational role for the hippocampus.
In contrast to other sites (described below), unilateral lesions
of the hippocampus do not produce any appreciable real world
way-finding impairments in humans (25). The existence of
anterograde way-finding deficits in patients with general an-
terograde amnesia after bilateral lesions of the hippocampus
(and adjacent structures) (26–28) has not been commented on
explicitly. However, if present, any topographical difficulties
obviously would be accompanied by memory impairments in
other areas. Retrograde loss of way-finding knowledge in these
patients is not apparently disproportionate to losses in other
areas (27) and can be preserved (29). Based on these findings,
if the hippocampus is indeed necessary for the representation
of topographical space in humans, then it must be said (i) that
way-finding in previously learned places can be accomplished
in its absence (29) and (ii) that place learning is but one of
many kinds of knowledge for which it is necessary [i.e., place
learning is a type of declarative memory (30)].

fMRI Studies of Topographical Learning. We have at-
tempted to examine the neural correlates of exocentric spatial
learning in the human by using fMRI (11). The purpose of this
study was to create conditions under which neuroanatomical
structures that increase their activity during the acquisition of
place knowledge could be identified. This information could
then be used to either support or question assertions regarding
the role of different medial–temporal lobe structures for these
kinds of memory tasks. Nine subjects were studied with fMRI
during their free exploration of a ‘‘virtual reality’’ maze (Fig.
1 A and B). The signal obtained during these periods was
compared with that obtained while subjects repetitively tra-
versed a simple corridor. Subjects were tested both on their
ability to produce sketch maps of the maze (Fig. 1C) and to
perform way-finding tasks within the environment from novel
start points. The ability of our subjects to perform these tasks
strongly suggests, but does not absolutely prove (31), the
acquisition of exocentric representations. The interpretation
of this experiment relied on two assumptions. The first was that
the navigation of a virtual reality environment engages the
same cognitive processes used during real world way-finding
(32). The second was the ‘‘cognitive subtraction’’ assumption,
which allows one to attribute differences in signal between the
two conditions to the putatively isolated cognitive process of
exocentric learning (33).

The primary finding of the study was that, within the
medial–temporal lobes, activity was confined to the parahip-
pocampal gyrus (Fig. 2A).† The laterality of this activity varied
among the nine subjects, with three each demonstrating left,
right, and bilateral signal changes. Differences in signal be-
tween the two conditions also were noted in several other areas

of the brain, including (bilaterally) the posterior–parietal
cortex, retrosplenial cortex, and medial–occipital cortex. No

†The parahippocampal gyrus is comprised of several, distinct cortical
fields, including the entorhinal cortex, the parahippocampal cortex
(areas TH and TF) and perirhinal cortex (34). Our use of the specific
term “parahippocampal cortex” and the general term “parahip-
pocampal gyrus’’ (when more specific anatomical statements cannot
be made) is deliberate.

FIG. 1. Stimuli from an fMRI study of topographical learning. (A)
Subject view. Actual stimuli were in full color and were several times
wider in the horizontal plane than pictured. (B) Aerial view of maze.
(C) Representative subject rendition of maze.

840 Colloquium Paper: Aguirre et al. Proc. Natl. Acad. Sci. USA 95 (1998)



signal changes were observed within the hippocampus in any
subject.

This finding of parahippocampal activity associated with
topographical learning has received additional support from
subsequent positron emission tomography (PET) studies. In
one study (13), subjects explored a virtual reality environment
with and without useful landmarks. A comparison of these two
conditions revealed activity in the right parahippocampal
gyrus whereas comparison of either condition to baseline
control tasks (involving joystick movements in response to
textured and colored images) did not identify signal changes
within the hippocampus. This study was interpreted as dem-
onstrating a role for the parahippocampus in embedding
landmarks in a spatial framework. In a separate study (12),
signals measured while subjects viewed (and attempted to
learn a route from) a video-taped trip through a town was
compared with that obtained while subjects watched a film of
urban activity taken from a stationary position. Bilateral
parahippocampal gyrus activity was found although extension
of activity into the most posterior portion of the right hip-
pocampus also was noted. Thus, although parahippocampal
activity has been associated with the acquisition of novel
topographical knowledge, activity within the hippocampus has
not been observed consistently.

Are we able to conclude from these studies alone that the
parahippocampus is necessary for exocentric learning and
that the hippocampus is not involved? In truth, the inferen-
tial power of these studies (11–13) in isolation is limited
because the behaviors under study are enormously compli-
cated, thus making any attempt to isolate them by ‘‘subtrac-
tion’’ questionable. It always will be possible that activity in
the parahippocampus (or any other area) is the result of
confounding and uncontrolled behaviors that differ between
the two conditions. The presence of activity in this structure
across several different experiments and tasks (11–13) is
reassuring but cannot be taken as absolute evidence for the
involvement of the parahippocampus in topographical learn-
ing. The claim that necessity cannot be demonstrated by
using neuroimaging techniques is discussed in greater detail
below.

Anterograde Topographical Disorientation and the Para-
hippocampus. When these neuroimaging results are consid-
ered along with studies of brain-damaged patients, however,
an inferentially grounded account emerges. After having
suffered isolated lesions of the right parahippocampal gyrus
(8), patients are unable to learn their way around new
environments but have preserved way-finding in places
known several months to years before their injury. These
deficits are accompanied, if at all, by only minor anterograde
memory impairments, generally confined to the visual do-
main, and in contrast to other categories of topographically
disoriented patients described later, these patients are not
grossly disoriented in egocentric space or agnosic. Almost
exclusively, they are unable to acquire exocentric topograph-
ical information. The lesion site that has been reported to
produce this disorder accords well with the site of neuro-
imaging signal change seen in our study of topographical
learning (Fig. 2B).

Recent reports also have examined the effect of lesions in
this area. Twenty patients with unilateral medial–temporal
lesions (half on either side) were tested on a video-taped route
learning task (9). Although these patients denied retrograde
topographical disorientation and did not have any measurable
general memory impairments, they were impaired relative to
controls on tests of route learning and exocentric position
judgments. All 20 patients had surgical resections of the
parahippocampal gyrus. The authors did not report any dif-
ference in performance or clinical presentation between the
patient groups with small (excluding hippocampus) or large
(including hippocampus) resections. Of interest, patients with

left or right excisions had roughly equivalent impairments.
Another recent report (10) found different effects of laterality
although with much smaller sample sizes. Fourteen patients
with well defined thermocoagulation lesions of the medial–
temporal lobes were tested on a human analog of the Morris
water maze task. Patients with lesions confined to the right
parahippocampal cortex were impaired relative to those with
lesions of the right or left hippocampus and epileptic controls.
This report is particularly helpful because (i) the critical lesion
site was well defined within the parahippocampal cortex, (ii) it
provides a within-task comparison of hippocampal and para-
hippocampal lesions, and (iii) it uses a well defined test of
exocentric spatial learning.

Thus, in concert with evidence that lesions of the para-
hippocampus produce an anterograde topographical disori-
entation, the neuroimaging results reviewed here suggest
that the parahippocampus subserves some computational
function necessary for the acquisition of novel route-based
and exocentric topographical knowledge. Moreover, and in
contrast to the hippocampus, interruption of this function
seems to produce fairly selective deficits in topographical
learning.

A specialized role in spatial learning (broadly defined) has
been proposed previously for the parahippocampal cortex
based on the neocortical inputs to the area (including inferior
caudal visual areas, retrosplenial cortex, and the superior
parietal lobule) (34). As is described below, some of these
sources of input have been implicated (16) in the representa-
tion of components of environmental information. Thus, the
parahippocampal cortex is in a position to associate particular
landmarks (represented in ventral occipito–temporal regions)
with particular spatial relationships (represented in posterior
parietal cortex) (35). A recent positron emission tomography
(PET) study, which reported right parahippocampal gyrus
activity (albeit localized to the entorhinal cortex) during an
object–place memory task but not during object-only or place-
only memory conditions, is intriguing in this context (36).
Finally, the relationship of this proposed function of the
parahippocampus with the demonstrated importance of the
perirhinal and parahippocampal cortices for general memory
in monkey models of amnesia (37, 38) requires further con-
sideration. It is certainly possible that damage to the parahip-
pocampal cortex interrupts some basic associativeycomputa-

FIG. 2. (A) Single axial slice showing voxels with significant fMRI
signal changes during putative topographical learning in one subject.
Right and left are reversed. Signal changes were observed, among
other areas, bilaterally within the parahippocampal gyrus. (B) Com-
mon lesion site in four patients with anterograde topographical
disorientation (8). Areas of lesion overlap are indicated by progres-
sively darker shades of gray. The common lesion site is in the right
parahippocampus.
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tional function to which exocentric learning is exquisitely
sensitive.

Neocortical Representations of Environmental Space

Several types of information are necessary inputs to an
exocentric representation of space. Knowledge of the visual
features and constituent elements of the environment must
be combined with information regarding the position of
those features with respect to oneself as well as an integrated
representation of one’s movement through the space (39).
What is the neural basis of the representation of these
components of environmental knowledge? Further consid-
eration of the topographical disorientation literature is
potentially instructive. Disoriented patients with parahip-
pocampal lesions are only a small subset of a larger group.
There also is a fairly heterogeneous collection of case studies
of neocortical damage, which vary widely in lesion site and
nature of deficit. The interpretation of these cases has been,
however, an issue of some debate. Some have proposed that
these subjects divide into those with an inability to represent
the identity of environmental landmarks and those with a
primarily ‘‘spatial’’ deficit (40–42). This division of environ-
mental knowledge is reminiscent of the well studied ‘‘what
vs. where’’ framework of visual processing (43–45). Other
authors have argued against the existence of such a cognitive
(8) or anatomical (46) division. Instead, a unitary represen-
tation of both the identity and allocentric location of envi-
ronmental features has been proposed to exist in a ventral
cortical area (47).

We have considered the extant cases of topographical
disorientation and have found evidence for the existence of
different types of impairment. Our taxonomy of this disorder
is similar in several respects to the basic landmarkyspatial
divisional model that has been proposed previously. There are,
however, some nuances and additions to the account offered
here. We propose that patients traditionally labeled as topo-
graphically disoriented with neocortical damage divide into
several major classes, which are briefly described below. (This
review is, of necessity, cursory and does not consider in detail
contentious cases. A comprehensive review is forthcoming).
We also describe two neuroimaging experiments based on the
ideas generated by this review. The first fMRI study tests the
divisional model of representation, and the second attempts to
identify an area of ventral occipitotemporal cortex specialized
for landmark representation.

Landmark Agnosia. The first class of topographically dis-
oriented patients can be described as ‘‘landmark agnosics,’’ in
that the primary aspect of their impairment is an inability to
use prominent, salient environmental features for the purposes
of orientation (40, 48–53). Although able to produce maps and
describe routes, suggesting intact spatial representation, these
patients are unable to recognize previously familiar landmarks.
In particular, these patients seem unable to recognize specific
buildings, leading some to dub this disorder a specific building
agnosia. Typically, they rely on small environmental details for
orientation, such as the mailbox in front of their house, thus
demonstrating some measure of intact spatial representation
and object recognition.

Other visual deficits have been noted to co-occur with
landmark agnosia, such as prosopagnosia and achromatopsia.
These impairments do not invariably accompany landmark
agnosia (48, 50), however, and are known to occur without
accompanying topographical disorientation (54). Thus, it is
unlikely that these ancillary impairments are actually the
causative factor of disorientation. Where detailed lesion in-
formation has been available, the lesion has been on the right
side, within ventral occipitotemporal cortex, sparing the struc-
tures of the hippocampal system. Most commonly, these

impairments are produced by infarctions of the posterior
cerebral artery, which supplies this area.

Egocentric Disorientation. A second group of patients
who traditionally have been labeled ‘‘topographically disori-
ented’’ do not, in fact, have selective deficits within the
exocentric spatial sphere (41, 42, 55–57). Although able to
identify salient environmental objects, they are unable to
represent the spatial relationship between these objects and
themselves. A frequent demonstration of this disability is
that, although the patient can point to a visualized object,
they are no longer able to do so with their eyes closed. Thus,
patients with egocentric disorientation become topograph-
ically disoriented as a consequence of this more basic
impairment. Lesions of the right posterior parietal cortex are
characteristic of this deficit.

Because of the level on which these patients are disori-
ented, it is not possible to determine from these cases alone
whether the exocentric impairments are a consequence of
the more basic egocentric disorientation or whether the
damaged neuroanatomical site normally supports both func-
tions. Notably, cells with exocentric firing properties have
not been identified in the rodent parietal cortex although
cells responsive to complex conjunctions of stimulus ego-
centric position and ego-motion have been reported (58).
Therefore, a likely possibility is that, although the right
parietal cortex does not explicitly represent exocentric spa-
tial information, the computations that take place there are
a necessary component of exocentric representations devel-
oped elsewhere. The last division of topographical disori-
entation speaks to this possibility.

Heading Disorientation. A final group of patients raise the
interesting possibility that exocentric spatial representations
can be damaged selectively. A few cases describe patients
who are both able to recognize salient landmarks and do not
have the dramatic egocentric disorientation described above.
Instead, these patients are unable to derive directional
information from landmarks that they recognize. It seems
that they have lost a sense of exocentric direction, or
‘‘heading,’’ within their environment. Because there are so
few of these cases and because they have not been subjected
to extensive testing, these observations must be regarded as
tentative. It is interesting, however, that the few cases that
have been reported possess lesions within the retrosplenial
(i.e., posterior cingulate) cortex (59–60). Studies in rodents
(61) have identified cells within this area that fire only when
the rat is maintaining a certain heading or orientation within
the environment. These cells have been dubbed head direc-
tion cells (62) and likely generate their signals based on a
combination of landmark, vestibular, and idiothetic (i.e.,
self-motion) cues.

fMRI Study of Divisional Representation. The taxonomy
provided above makes different predictions from those in
which a single cortical area is proposed to represent landmark
position and identity (47). One such prediction of the divi-
sional model is that a ventral area specialized for representa-
tion of environmental features will be recruited to a lesser
extent during judgments regarding the position of places
compared with periods in which the appearance of places is
considered. We designed and conducted an fMRI study to test
this prediction (16).

Four subjects explored, over a period of several days, a
detailed virtual reality town. The town was comprised of 16
distinctive, named ‘‘places’’ interconnected by a variety of
roads and paths and arranged in a 4 3 4 grid, with a river that
divided the town roughly in half (Fig. 3A). fMRI was used to
observe regional brain activity while subjects recalled infor-
mation regarding the environment. During two alternating
conditions, subjects were presented with snapshots (Fig. 3B)
of the town. During one condition, subjects were asked
whether the name of the presented place matched the
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snapshot shown. In the other condition, subjects were given
the name and picture of a location and were asked to
determine the spatial (survey) direction of a second, named
target location. The two tasks used identical stimuli, differ-
ing only in the aspect of topographical knowledge that the
subject was required to recall. A direct comparison of these
two conditions was hypothesized to reveal a posterior dorsaly
ventral dissociation. In addition, activity observed during
judgments of appearance and position was compared with a
visuo-motor control task in which subjects alternated button
presses in response to scrambled snapshots. The purpose of
this last comparison was to identify neural substrates com-
mon to both tasks. Those regions for which only one task
condition produced significant changes above baseline might
be considered areas with ‘‘specific’’ responses to the recall of
identity or position.

A direct comparison of the appearance and position
conditions revealed a consistent dorsalyventral dissociation
across subjects (Fig. 4A). The superior and inferior parietal
lobule possessed significantly greater activity during the
position task compared with the appearance task. The
lingual and inferior fusiform gyri were found to have greater
signal during the appearance condition. Compared with the
baseline condition (Fig. 4B), both tasks activated an exten-
sive area of posterior cortex, including parietal, retrosple-
nial, and lingual cortices. The parahippocampal gyrus bilat-
erally was activated also by both tasks relative to the baseline
condition. Only the inferior fusiform gyrus and inferior
parietal lobule bilaterally were activated by a single task
condition. For these two areas, we may state that not only
was there a dissociation of activity between the two tasks but
a specificity of response.

These findings are in agreement with the proposal that
distinct neural areas represent different components of
environmental knowledge and that subjects might draw on
these components selectively. The observed areas of selec-
tive response are in good agreement with the lesion literature
reviewed above. It seems reasonable to propose that these
neocortical areas provide input to the parahippocampus
where an integrated representation is generated. Notably,
greater parahippocampal signal was observed during both
the appearance and position tasks relative to the control task
whereas neither comparison revealed hippocampal activity.
Potentially, the parahippocampus is involved in the retrieval
of recently acquired topographical knowledge as well as its
acquisition.

fMRI Study of Building Perception. We might further ask
whether the fusiform gyrus site we have identified is involved
in general visual feature analysis or whether it plays a specific
role in the representation of environmental landmarks. The

location of this site (i.e., within inferior occipitotemporal
cortex) agrees with the reported lesion sites responsible for

FIG. 3. Virtual reality town in which subjects were trained before scanning. (A) Aerial view. Subjectively, the town was '140 meters in width.
(B) View of one location within the town. Each location was designated as such by the presence of a marker in the ground.

FIG. 4. Sites of replicated significant activity across subjects. Right and
left are reversed. (A) Shown are three inferior and three superior axial
slices through a brain in standard space. In shades of blue are those voxels
where multiple subjects had significantly greater signal during the ap-
pearance task compared with the position task; in shades of red are those
voxels with greater signal during the position task compared with the
appearance task. (B) In shades of green are shown those voxels that had
significantly greater activity in both the appearance and position tasks
compared with the baseline task over multiple subjects.
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landmark agnosia. Additionally, and as might have been
predicted from the lesion literature, the area is in the vicinity
of that reported for face-processing tasks, as detected by depth
electrode recording and neuroimaging studies (19, 62, 63).
Because some degree of prosopagnosia frequently (50), but
not invariably (54), co-occurs with topographical agnosia, we
have proposed that there might exist separable areas of
inferior temporal cortex that are specialized for the perception
of faces and landmark information. In particular, the deficits
that landmark agnosic patients display might be explained by
damage to a cortical area responsible for representing build-
ings, a class of objects highly confounded with landmarks. We
might further expect that cells in such a region would be
“tuned” to respond maximally to building stimuli in a manner
analagous to “face” areas (19). We are conducting fMRI
experiments to test this idea and present here the results of one
of these studies.

The experiment was designed to detect the neural correlates
of perception of exemplars from different stimulus categories.
Before scanning, subjects studied one picture from each of
three categories: faces, buildings, and general inanimate ob-
jects. During scanning, subjects viewed blocks of 10 grayscale
pictures from each category, each picture presented for 3000
ms. If the subjects detected a picture that matched one studied,
they were to make a bilateral button press on a fiber optic game
pad. If the picture was new, the subjects were instructed to not
make any overt response. Targets were infrequent ('1 in 10
stimuli). The order of the three stimulus blocks, and a fixation
condition, were fixed within subjects but varied across subjects.
Data were analyzed using the general linear model for serially
correlated error terms (65), modified to accommodate the
null-hypothesis distribution of power observed in our labora-
tory (66, 67). a was controlled at the map-wise level at 0.05 by

Bonferroni correction for the number of voxels examined for
each contrast.

For four of five subjects, voxels within ventral occipitotem-
poral cortex were identified that had a significantly greater
response to faces than to buildings or general objects. These
areas were similar in location to those reported in a recent,
comprehensive study of the ‘‘fusiform face area’’ (19). Addi-
tionally, for these four subjects, voxels were identified that
responded with greater signal to buildings than to faces or
objects. These areas were located medial and superior to the
‘‘face’’ voxels. Fig. 5 presents the results from three of these
subjects.

These findings are consistent with the existence of an area
that is specialized for the perception and representation of
buildings. We are currently conducting additional studies with
other classes of stimuli to further test the specificity of this
putative ‘‘building’’ area. A future area of investigation might
be to determine whether the responses of this region gener-
alize to other classes of landmarks.

DISCUSSION

We have reviewed here some experimental forays into the
neural basis of human representation of topographical space.
The interpretation of this work has drawn on both neuro-
imaging studies of intact subjects as well as consideration of
the deficits that follow specific brain damage. We suggest
that both of these types of studies are necessary to provide
an inferentially sound basis for the conclusions drawn.
Because these issues are infrequently considered in the
interpretation of neuroimaging data, we close with a brief
discussion of the importance of combining lesion and neu-
roimaging studies.

The Utility of ‘‘Converging’’ Evidence. In the experiments
and reviews described in this article, we frequently attempted
to compare and contrast the results of neuroimaging experi-
ments with the findings of studies of brain-damaged patients.
We propose that, because of inferential limitations of lesion
and neuroimaging studies in isolation, it is preferable to obtain
compatible evidence from both types of studies. This conver-
gence is suggested to be necessary to establish that a neuro-
anatomical region performs some computation necessary for
a given cognitive process. Note that this brief commentary
does not concern itself with the challenges and pitfalls of
ascribing a specific computation to a neuroanatomical region
(68, 69).

Unlike the lesions produced in animal models, which can
be precisely created with neurotoxins, lesions in human
patients are often wide ranging and damaging not only to
local neurons but also to ‘‘fibers of passage’’ (21). It is also
possible that connections from region ‘‘A’’ support the
continued metabolic function of region ‘‘B’’ but that region
‘‘A’’ is not computationally involved in certain processes
undertaken by region ‘‘B’’. Mechanisms that might be imag-
ined to produce such an effect include diaschisis (70) or
retrograde transsynaptic degeneration (71). As a result,
lesions of the kind often studied in humans cannot conclu-
sively demonstrate that the neurons within a specific area are
themselves critical to the computational support of an
impaired cognitive process.

Neuroimaging studies, on the other hand, are able to
demonstrate computational involvement (i.e., differential
neural activity) of a specific neuroanatomical region. How-
ever, the technique is unable to prove that the observed
activity is necessary for a putatively isolated cognitive pro-
cess. This is because one never has perfect control over the
cognitive processes in which a subject engages. Although an
experiment may control the conditions or tasks to which a
subject is exposed, it cannot demonstrate conclusively that a

FIG. 5. Putative ‘‘face’’ and ‘‘building’’ areas in three subjects.
Shown are 4-mm axial slices in standard space, arranged from
inferior to superior. Superimposed in red are those voxels that
responded with significantly greater signal to the presentation of
faces than to the presentation of buildings or objects. In blue are
those areas with a greater response to building than to faces or
objects. The circles of lighter contrast are intended to illustrate the
anatomical correspondence of the suprathreshold voxels across
subjects.
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subject is engaging differentially a single, identified cognitive
process. It should be noted that ‘‘a more sensitive behavioral
test’’ cannot solve this problem because it is always possible
that the subject engages unnecessary cognitive processes that
either have no overt, measurable effects or are perfectly
confounded with the process of interest. As a result, ob-
served neural activity may be the result of some confounding
neural computation that is not itself necessary for the
execution of the cognitive process ostensibly under study. An
equivalent formulation of these statements is to note that,
essentially, neuroimaging is an observational, correlative
method (72).

When combined, however, a stronger level of inference
results from lesion and neuroimaging studies. One type of
combination might be that (i) lesions to a cortical area impair
a given cognitive process and that (ii) the cognitive process,
when engaged by intact subjects, evokes neural activity in the
same cortical area. The inference that the neuroanatomical
area is computationally necessary for the cognitive process is
now rendered less vulnerable to the faults detailed above for
each method in isolation although it is still possible to conceive
of failures. As a result, neuroimaging and lesion studies are
complementary, in that each provides inferential support that
the other lacks.

This work was supported by grants from the National Institute of
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