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ABSTRACT Human functional neuroimaging techniques
provide a powerful means of linking neural level descriptions
of brain function and cognition. The exploration of the
functional anatomy underlying human memory comprises a
prime example. Three highly reliable findings linking mem-
ory-related cognitive processes to brain activity are discussed.
First, priming is accompanied by reductions in the amount of
neural activation relative to naive or unprimed task perfor-
mance. These reductions can be shown to be both anatomically
and functionally specific and are found for both perceptual
and conceptual task components. Second, verbal encoding,
allowing subsequent conscious retrieval, is associated with
activation of higher order brain regions including areas within
the left inferior and dorsal prefrontal cortex. These areas also
are activated by working memory and effortful word genera-
tion tasks, suggesting that these tasks, often discussed as
separable, might rely on interdependent processes. Finally,
explicit (intentional) retrieval shares much of the same func-
tional anatomy as the encoding and word generation tasks but
is associated with the recruitment of additional brain areas,
including the anterior prefrontal cortex (right > left). These
findings illustrate how neuroimaging techniques can be used
to study memory processes and can both complement and
extend data derived through other means. More recently
developed methods, such as event-related functional MRI, will
continue this progress and may provide additional new direc-
tions for research.

Human memory is a remarkably complex cognitive function.
It is inherently intertwined with all other aspects of cognition,
shaping (and being shaped by) our thoughts and behaviors as
we interact with the world. The study of the neurobiological
basis of memory is therefore, not surprisingly, an enormous
undertaking, requiring understanding at many levels ranging
from the molecular to neural systems to cognitive approaches.
Unfortunately, our experimental methods to bridge the gaps
between these levels are limited. Linking neural systems and
cognitive approaches requires observations or inferences
about neuronal function in relation to human memory pro-
cesses. Key methods that long have been available include the
use of primate and other animal models (allowing both
single-unit physiological recordings and ablation studies) and
the study of human clinical populations (examination of pa-
tients with lesions and intraoperative recordings). Human
functional neuroimaging techniques recently have emerged as
promising alternative methods, providing a new window

through which to view the neurobiological basis of human
cognition (1). These techniques are extremely powerful in that
they allow researchers to identify specific brain areas and
pathways that are recruited and differentially activated during
the performance of various cognitive tasks—including mem-
ory tasks—and to do so noninvasively, in normal, awake
humans. These techniques are limited, however, in that the
spatial scale within which different activations can be resolved
is presently a few millimeters and the temporal resolution is '1
s. The topic we address in this paper is how these techniques
can be applied to the study of human memory and findings that
have emerged so far.

Memory refers to a function that unfolds over time. Within
the context of human long term memory, the phenomenon to
be examined concerns how information processing at one point
in time influences processing at another—later—point in time.
Such a notion has inherent in it the idea that memory can be
differentiated into two kinds of processes: (i) active informa-
tion processing that is isolated in time and (ii) processes or
mechanisms that maintain and consolidate information over
extended periods of time. Classic models of memory capture
this idea and conceptualize memory processes as involving
three separate stages: encoding, storage, and retrieval (or
more elaborate expansions of these three stages; see, e.g., ref.
2). Encoding and retrieval are active processes that occur at
relatively specific points in time; encoding refers to the initial
processing of information that potentially instantiates a mem-
ory trace, and retrieval refers to newly evolved processing that
results from, and often requires access to, prior encoding
episodes. Somewhere between these two sets of active pro-
cesses occur the more temporally distributed processes in-
volved in storage and consolidation, the mechanisms that
convert the otherwise transient encoding event into a more
enduring form. (For review and discussion see, for example,
refs. 3 and 4.)

The question relevant here is: Which, if any, of these
processes can we observe with neuroimaging techniques? At
present, it seems likely that neuroimaging methods allow us to
observe the subset of memory processes described above as
active memory processes that can be isolated in time. The two
most commonly used neuroimaging techniques [PET blood
flow and blood oxygenation level-dependent (BOLD) func-
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tional MRI (fMRI)] appear to be sensitive to physiologic
events that correlate with acute changes in neuronal activity on
the order of seconds (5–8). This means that we are capable of
asking a range of questions: Which brain areas are active
during tasks known to promote long term memory storage
(e.g., deep encoding tasks)? Which brain areas are active when
information is intentionally retrieved from memory (e.g.,
explicit recall and recognition)? How do the brain areas that
are initially activated by a task change after repeated perfor-
mance of the task or prior exposure to information involved in
the task (e.g., skill learning and priming)? However, it seems
unlikely that we can observe the temporally distributed pro-
cesses related to storage and consolidation directly.

A consequence of this notion is that, when we are observing
active memory processes with neuroimaging alone, we are, to
a greater or lesser degree, simply observing what might be
thought of as ‘‘specialized’’ instances of typical information
processing—tasks that are known to create, or benefit from,
storage- and consolidation-related processes that bridge gaps
over time. Often these memory tasks are the same tasks that
are elsewhere described as language tasks or attention tasks (9,
10). The fundamental basis for this interdependency might be
that many processes subsumed under the concept of memory
are a by-product of normal information processing (11–13).
Where information processing ends and ‘‘memory encoding’’
begins, for example, is a blurry distinction at best. After all, in
typical everyday life how often do we actively try to memorize
something? Yet, at the end of the day, we can recall a wide
range and number of details regarding what happened to us.
The exception to this comes in relation to explicit (or episodic)
memory retrieval. During explicit memory retrieval, the active
task demand is to intentionally retrieve information acquired
at another time. In our discussion of neuroimaging studies of
memory, we will examine both findings related to memory
encoding and memory retrieval.

Functional neuroimaging techniques are also unlikely to
resolve directly the flow of information processing that occurs
over very brief time scales, such as on the order of 10s of
milliseconds (14). However, these processes can be observed
with electrophysiological recording techniques, and perhaps
the integration of functional neuroimaging and electrical
recording techniques will provide a comprehensive description
of the spatio-temporal orchestration of human neural process-
ing (8, 15–20).

Tasks that Promote Long Term Memory Encoding. Func-
tional neuroimaging studies of memory encoding were first
conducted serendipitously (see discussions in refs. 9 and 10).
Early studies of language function required subjects to gener-
ate andyor elaborate on the meanings of words (21, 22).
Although not specifically intended as such, these tasks, as well
as similar tasks that followed (23–25), were excellent long term
memory encoding tasks. Tulving and colleagues (26, 77)
directly demonstrated this by testing subjects for recognition
following performance of a task used by Petersen et al. (21) to
explore language function. The task was word (verb) genera-
tion, in which individuals are presented with nouns (e.g.,
‘‘dog’’) and are asked to generate associated verbs (e.g.,
‘‘bark’’). Tulving found that subjects showed high levels of
recognition performance for words encountered during this
word generation task. The PET imaging studies showed that
word generation activated a pathway of brain regions including
left prefrontal areas, the anterior cingulate, and the right-
lateral cerebellum. Thus, the first insight from functional
neuroimaging related to memory was arrived at: Active en-
coding of verbal information is tied to activation of a brain
pathway including the left prefrontal cortex and functionally
related structures. A series of more directed studies followed.

Kapur et al. (26), by using PET, sought to identify brain areas
activated by deep encoding. Subjects were instructed to decide
whether visually presented words represented entities that

were either living or nonliving. This meaning-based word
processing task led to 75% correct recognition of the words.
Imaging data contrasting this deep encoding task and a shallow
encoding task (decide whether the word contains the letter
‘‘a,’’ 57% correct recognition) demonstrated robust left pre-
frontal activation overlapping with the regions previously
activated by the word generation tasks. This basic pattern of
findings also has been demonstrated with fMRI. For example,
in a series of fMRI studies, Gabrieli and colleagues have
explored the functional–anatomic correlates of another deep
encoding task, in which participants view words and then
decide whether they fall into the category of abstract (e.g.,
hope) or concrete (e.g., tree) words. They found significantly
greater left prefrontal activation during this deep encoding
task than during a shallow encoding task in which subjects
simply decided whether words were presented in uppercase or
lowercase letters (23, 27). Our laboratory, by using fMRI, has
followed up on some of these findings, and representative data
are shown in Fig. 1.

Fletcher et al. (28) approached the issue in a different
manner and compared later recall performance when partic-
ipants first engaged in word generation concurrently with an
easy distractor task (yielding high levels of recall, 83%) to a
dual task situation in which word generation was paired with
a difficult distractor task (yielding moderate levels of recall,
69%). Word generation paired with easy distraction, which
presumably allows for more elaborate encoding, showed sig-
nificantly greater left prefrontal activation than was observed
during word generation in conjunction with the difficult dis-
tractor task. The conclusion across all of these studies is that
the left prefrontal cortex, at or near Brodmann areas 44
andyor 45 and sometimes extending anteriorally and dorsally,
is activated when subjects are engaging in tasks that lead to
long term storage as assessed by later explicit retrieval tasks.

As can be seen across a wide range of manipulations, the
data suggest that brain areas actively used to elaborate on word
meaning or to access new words (word generation) are the
same areas that lead to encoding of these events. Verbal
working memory tasks also activate these areas (ref. 29; for
reviews, see refs. 30 and 31). In a particularly elegant dem-
onstration, prefrontal activation was shown to increase para-
metrically in relation to working memory load (32). The
prefrontal activations tracking memory load were located in
several areas of dorsolateral prefrontal cortex including por-
tions of anterior frontal-operculum and the inferior frontal
gyrus that directly overlap with areas activated by the ‘‘deep
encoding’’ task shown in Fig. 1. What might this mean?

Buckner and Tulving (10) proposed that these functional
neuroimaging studies demonstrate how multiple kinds of
information processing might interact to promote encoding of
long term memory. Effortful word generation tasks, verbal
working memory tasks, and long term memory encoding tasks
all activate similar brain pathways including left prefrontal
regions and related structures. One possible account of this
regularity is that the imaging studies conducted to date have
not yet teased apart the various memory processes or sepa-
rated distinct subregions within prefrontal cortex. This possi-
bility currently is being explored further by several different
laboratories. Alternatively, brain regions in left prefrontal
cortex might be part of the neural substrate that maintains
representations on-line (in working memory) while the rep-
resentations are manipulated and used to guide further func-
tions such as word access and generation. The basis of these
representations may involve information coding in terms of
phonology, lexical representations, more abstract semantic
representations, or even coding of response alternatives. Fur-
ther work is needed to explore the nature of the information
that is being operated on in these left prefrontal regions.

The key point here is that these representations may them-
selves be the ‘‘encoding’’ that leads to storage and consolida-
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tion. This simple framework can be used to explain the depth
of processing effect (12) at a functional anatomic level. Pro-
cessing that requires verbal elaboration (deep processing)
appears to activate left prefrontal cortex selectively whereas
well automated tasks involving verbal information (shallow
tasks) do not (see, e.g., ref. 23; Fig. 1). Shallow encoding tasks
thus may lead less often to the formation of explicit long term
memories because they do not initially require representation
of the information in prefrontal cortex, the anatomic substrate
that supports higher level representations necessary for con-
scious retrieval.

Two pieces of additional data come from functional neuro-
imaging studies of elderly and patient populations. Grady,
Haxby, and colleagues (33, 34) examined brain areas activated
during encoding of faces in young subjects and in elderly
subjects. Consistent with the data discussed earlier, young
subjects showed left prefrontal activation during this task.
Elderly subjects, however, did not show significant left pre-

frontal activation, and the direct comparison between young
and old subjects indicated that younger adults showed signif-
icantly greater activation in the left inferior prefrontal cortex.
The relevance of this finding is tied to the behavioral result:
Elderly subjects also recognized significantly fewer of the faces
than young subjects. The intriguing interpretation, although
somewhat speculative, is that the neuroimaging study captured
the breakdown in engaging normal encoding processes that
may accompany aging (35–37). Elderly subjects may have
failed to spontaneously adopt appropriate encoding strategies
that would bring the information into active working memory
and activate left prefrontal regions. Their recognition perfor-
mance suffers as a consequence.

Such a finding can be contrasted directly with a result we
obtained in an amnesic patient. In collaboration with Verfael-
lie, Schacter, and Gabrieli, we imaged an amnesic subject
(patient P.S., a 47 year-old with a prior anoxic insult) per-
forming a deep encoding task on two separate occasions.

FIG. 1. (A) Horizontal sections from two levels show fMRI activation maps for a ‘‘shallow encoding’’ task contrasted with fixation and for a
‘‘deep encoding’’ task contrasted with fixation (averaged data from 12 normal subjects; K-S statistical activation map threshold 5 P , 0.001; brighter
colors indicate greater significance; functional data overlie averaged anatomic image; right shown on the right). Both tasks share certain brain areas
in common such as posterior visual areas whereas only the deep encoding task shows increased activation of left inferior and dorsal prefrontal areas
(indicated with yellow arrows). These robust activations (P , 1028) are at peak coordinates [Talairach 1998 atlas (91) (x, y, z)] -40, 9, 34 and -46,
6, 28 for the more dorsal activations and -40, 19, 3 and -43, 19, 12 for the more ventral prefrontal activations. The direct contrast between the deep
and shallow encoding tasks also indicated that these regions differed significantly. (B) A horizontal section showing left dorsal prefrontal cortex
activation in an amnesic patient during a ‘‘deep encoding’’ task, collected in collaboration with Verfaellie, Schacter, and Gabrieli. Robust activation
was detected at -46, 3, 31 similar to normal subjects. The time course of activation within this region is shown to the right. Repeating items across
the deep encoding task revealed significantly reduced activation (priming) as indicated by the time course (1, fixation control condition). This latter
finding suggests that priming-related changes are present at a functional–anatomic level in amnesia, consistent with preserved behavioral priming
often observed in amnesia.
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During both sessions, behavioral performance during the
‘‘encoding’’ task (abstractyconcrete word judgments) was close
to normal. Consistent with this, robust and reproducible
activations were observed in left prefrontal cortex [Fig. 1;
similar to findings with several other amnesic patients (38)].
However, immediately after the fMRI session, the subject
could not freely recall the words and was even uncertain as to
whether words or pictures had been presented. Such a finding
suggests that normal memory storage andyor retrieval did not
occur despite the normal active and deep processing that was
engaged during encoding. Thus, memory impairment was due
to the failure or malfunctioning of processes after encoding,
unlike the elderly subjects of Grady et al. (33) who presumably
failed to encode the information properly at the time of
presentation.

In contrast to the consistent findings regarding left prefron-
tal involvement in memory encoding, there have been sporadic
findings of medial temporal lobe involvement in encoding
processes. Deep vs. shallow and other verbal encoding manip-
ulations often have failed to detect differential activation in
these regions (26, 28, 39). One possible account of this failure
is that the techniques are not capable of observing activation
within these regions at all. However, this seems unlikely. A
number of studies have reported medial temporal lobe in-
volvement in encoding when novel, complex visual scenes or
faces are presented (33, 34, 40–42). These activations often
have extended posteriorally into extrastriate visual areas and
also are detected during the performance of complex visual
attention tasks, without obvious memory encoding demands
(43). Such findings suggest these areas can be imaged and may
be involved in high level perceptual demands and perhaps
influenced by novelty and encoding manipulations, but it is
unlikely that these activations are the common denominator
connecting imaging studies with a ‘‘declarative memory sys-
tem.’’ It seems more likely that they reflect more extensive
visual processing occurring for novel stimuli that may not be
directly related to the memory storage and consolidation
processes per se, much in the same manner that increased
activation of the left prefrontal cortex likely signifies more
elaborate encoding of verbal information but not necessarily
storage or consolidation.

The absence of consistent findings relating hippocampal
formation activity to verbal encoding is a puzzle. The resolu-
tion may have to do with the technical considerations discussed
earlier. Current neuroimaging techniques are likely most
sensitive to acute changes in neuronal activity associated with
temporally isolated processing events. It seems possible that
critical memory-related processes subserved by medial tem-
poral lobe structures may not include acute and differential
activation during the initial encoding of information or may
involve relatively sparse neural changes in relation to encoding
(ref. 44; see ref. 28 for discussion). If such a possibility is
correct, certain aspects of medial temporal lobe contributions
to memory may simply be invisible to present human neuro-
imaging techniques (but see refs. 42 and 45 for alternative
possibilities and refs. 42 and 46–50 for discussions of medial
temporal lobe findings in relation to retrieval).

Long Term Memory Retrieval. At a task level, two kinds of
retrieval task can be studied: implicit and explicit retrieval (51,
52). The distinction between implicit and explicit retrieval
tasks refers only to an operational definition of what subjects
are required or encouraged to do during test and not to
underlying memory systems or mechanisms (53). Implicit
retrieval includes tasks in which a prior encoding episode
affects performance on a task regardless of whether there is
any intention to retrieve information from the past episode.
Most effects on memory in everyday life are of this sort, in
which we use the products of past learning without directly
attempting to ‘‘revive’’ them from that past. Explicit retrieval
refers to the intentional and conscious retrieval of information.

Implicit retrieval, by its definition, is not necessarily a single
entity; in fact, it seems more likely that it represents a diverse
set of processes that allow the facilitation of information
processing and control of overt behaviors through learning.
Thus, any discussion of implicit retrieval has to be limited to
a small domain of findings. For our purposes, focus is given to
the phenomenon of priming.

Implicit Memory Retrieval (Priming). When an item is
repeated across a set of tasks, performance on the later task
often improves. This facilitation in performance (priming) has
been the focus of a number of functional neuroimaging studies.
The first studies extended directly from the behavioral liter-
ature (54–57) by examining how prior exposure to words (e.g.,
‘‘course’’) facilitated the word stem completion task (e.g.,
complete word stems such as ‘‘cou’’). By using PET, Squire and
colleagues (refs. 50 and 58; see also ref. 47, 48, and 92) showed
that posterior visual brain areas were highly active during
visually guided word stem completion. Critically, certain bi-
lateral visual areas were less active if subjects had experienced
study words before the PET scans (see ref. 58 for discussion).

We and others (59) have observed such reductions during
repeated processing of picture objects. In our study, conducted
in collaboration with Rotte and Dale, single colored pictures
of objects were presented, and subjects made a decision as to
whether the objects tended to move on their own (e.g., bike)
or to stay still (e.g., tree). New and repeated items were
intermixed randomly and then analyzed by using event-related
fMRI procedures (60–62). Subjects responded to repeated
items significantly faster (811 ms) than new items (939 ms).
Contrasting the activation patterns obtained for the new items
with those for repeated items revealed reduced activation in
extrastriate cortex for the repeated items, generalizing the
phenomenon observed with word stem completion to the
pictorial domain (Fig. 2). Together, these findings from word
stem completion and picture repetition suggest a neural cor-
relate of priming: Perceptual processing of a stimulus is more
efficient after exposure to that stimulus, producing quicker
response times and requiring less neural activity in brain areas
activated for task performance (58). Such observations are
reminiscent of primate single-unit studies that have detected
suppression of activity in inferotemporal regions when object
stimuli are repeated implicitly (63, 64). The functional neuro-
imaging and single-unit studies are quite possibly revealing
different manifestations of the same underlying neuronal
changes (65).

One question that arises from the word stem completion
findings is why only perceptual regions showed significant
priming effects, as indicated by reductions in activation, after
prior exposure to the stimulus items. On the one hand, word
stem completion entails many task demands, such as lexical
search, that activate areas outside visual cortex (58, 66). Yet
these areas showed minimal, if any, reductions in activation.
On the other hand, the behavioral literature on priming
suggests that priming-related facilitation on word stem com-
pletion and similar tasks is sensitive to alterations in the
perceptual format of the stimuli, indicating that the effect
likely depends, in part, on perceptual processing stages (52,
67). The resolution might lie in the fact that these early PET
studies repeated items across repetitions but did not repeat the
exact task demands. For example, in the studies of Buckner et
al. (58), during the initial exposure to the target words, subjects
performed a semantic decision task (rate how much they liked
the meaning of the words) that was quite different from the
word stem completion task subsequently used to assess the
priming effect. Thus, conceptual, higher level task demands
such as lexical search did not overlap across repetitions (much
as in typical behavioral studies of word stem completion
priming). Several more recent studies, however, have sug-
gested that conceptual priming effects can be observed in high
order brain regions under the appropriate conditions.
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Raichle et al. (68) explored item repetition across a PET
word (verb) generation task requiring semantic access. They
found robust decreases in left prefrontal areas associated with
increasing task facilitation across many item repetitions. Gab-
rieli and colleagues (23, 27) examined direct item repetition
after a single exposure in a semantic decision task. Subjects
viewed words and decided whether the words were abstract or
concrete. In some instances, the same words were repeated.
fMRI revealed that repetition was correlated with reduced
activation in left prefrontal regions. Thus, priming effects can
be observed in higher order brain regions when appropriate
task processes overlap across item repetitions. Moreover, such
an effect can be observed during word stem completion, a task
typically thought to benefit mostly from perceptual priming.
We demonstrated this across a series of three fMRI experi-
ments in which we repeated visual (e.g., ‘‘cou’’) (69) or
auditory (e.g., the sound ‘‘pur’’)i (35) word stem cues across
repetitions. Critically, subjects always engaged the same task
across repetitions: word stem completion. These conditions,
which repeat the perceptual word stem cues as well as the exact
lexical search demands, showed robust left prefrontal activa-
tion reductions. These reductions showed nearly identical
locations across the visual and auditory variants, consistent
with the notion that word stem completion can show an
amodal, abstract priming effect when conceptual demands are
held constant across repetitions.

Direct manipulations of task demands across repetitions
have supported further the notion that the reductions are
indeed process-specific (23, 39). Wagner et al. (39), for exam-
ple, tested whether left prefrontal reductions would be ob-
served under conditions in which both the stimulus items and
the conceptual task demands re-occur across repetitions (i.e.,
the exact task repeats) but not during situations in which the
stimulus items, but not the task, repeat. They found significant
left prefrontal reductions only when both the item and task
repeated but not when only items repeated.

Taken collectively, the existing data are consistent, in gen-
eral terms, with the theoretical idea put forth by the transfer

appropriate processing framework (67, 70, 71). Within this
framework, facilitation across tasks under priming conditions
is believed to occur when the same kinds of processing are
drawn on across the item repetitions. Schacter and Tulving
(72) have proposed a related idea that specific subsystems can
be biased via priming, depending on where the processing
benefit occurs. The functional neuroimaging data take these
frameworks one step further by specifically revealing anatomic
substrates of these facilitation effects. In instances in which
perceptual processes overlap across repetitions, priming-
related reductions manifest themselves in visual processing
areas. When conceptual processes such as lexical or semantic
retrieval are the source of facilitation, higher order brain
regions in the left prefrontal cortex, among others, show
reduced activation.

Current work is attempting to delineate, in more anatomic
detail, where these priming benefits occur. Halgren, Dale, and
colleagues (73), for example, further showed that the posterior
visual cortex priming reductions tend to be in extrastriate areas
involved in comparatively higher level visual processing, be-
yond early visual areas defined by retinotopy (74, 75) and
perhaps as late in the visual processing stream as anterior TE.
Such precise anatomic delineation undoubtedly will help to
further link primate and human studies to better elucidate
memory phenomena (65).

There is additional work to determine the origins of such
priming effects. In normal human subjects, a complicating
factor is the possibility that subjects will adopt explicit retrieval
strategies regardless of task instructions, a phenomenon called
‘‘explicit intrusion’’ or ‘‘explicit contamination’’ (76). Re-
searchers have explored two ways to address such an issue. The
initial task in which items are first exposed can be constructed
to minimize explicit awareness of information (e.g., by using
shallow encoding). By doing so, subjects are unlikely to adopt
explicit retrieval strategies because they do not have conscious
access to the initial exposure of the items. By using such a
procedure, Schacter et al. (47) observed activation reductions
in perceptual processing regions during priming, suggesting
that such reductions are not a consequence of explicit con-
tamination. Unfortunately, this approach does not work for
item repetition across conceptual processing tasks. Conceptual
tasks, by design, are exactly those kinds of tasks that normally

iKoutstaal, W., Buckner, R. L., Schacter, D. & Rosen, B. R. Fourth
Annual Meeting of the Cognitive Neuroscience Society, March 23–25,
1997, Boston, MA, p. 68.

FIG. 2. A horizontal section shows averaged (n 5 4) fMRI data for an object–classification task in which items were either new or repeated
(primed). These activation maps are based on the t statistic and are derived from continuous runs of intermixed trials (mean intertrial interval 5
8 s). Event-related fMRI techniques were used to make activation maps (61) and to remove the overlapping contributions of adjacent trials (60).
The time course for a region of right extrastriate cortex (peak coordinate 5 32, -48, -16) is shown for the new and repeated trials separately. Repeated
items show a reduced level of activation relative to new items, suggesting a neural correlate of priming.
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allow ‘‘deep’’ long term memory encoding (see earlier sec-
tions). To circumvent this further difficulty, researchers have
turned to a patient group, organic amnesiacs, with impaired
long term memory. Amnesic patients, in these situations, can
be used to gain insight into whether observed neuroimaging
correlates of conceptual priming are related to explicit con-
tamination. Gabrieli et al. (38), and later ourselves in collab-
oration with his group, Verfaellie, and Schacter, explored
whether conceptual priming effects would be observed in
amnesic patients. Left prefrontal activation reductions were
observed during conceptual priming in amnesia (Fig. 1),
suggesting that, even when explicit retrieval strategies are
ineffective, the proposed correlates of conceptual priming still
can be observed. The implication of this finding is that, in
normal subjects, priming related activation reductions arise
from task components involving implicit retrieval and are not
a by-product of explicit contamination.

Explicit Memory Retrieval. Unlike the previous section on
priming that discusses memory effects that occur regardless of
whether there is an intent to retrieve from memory, explicit
retrieval refers to situations in which a subject is actively and
intentionally trying to gain access to past information (52).
Squire and colleagues (50, 58) conducted an early set of PET
studies to directly address this intentional retrieval demand.
Subjects were asked to use word stems (e.g., ‘‘cou’’) as cues to
retrieve earlier presented study words (e.g., ‘‘courage’’). Such
a manipulation differs from the priming situation discussed
above. In the priming (or implicit retrieval) paradigm, subjects
were asked to generate any word that was a possible comple-
tion of the stems, but they nonetheless often unintentionally
produced the study words. In the explicit retrieval conditions,
subjects actively tried to remember the earlier study words.
When these active intentional retrieval processes were en-
gaged, a pathway of brain areas highly similar to the areas
observed during implicit verbal retrieval was activated. How-
ever, in addition, several new brain areas including the anterior
prefrontal cortex (right . left) and posterior medial parietal
cortex also were activated, with these areas perhaps subserv-
ing, in some way, demands related to explicit retrieval.

A number of more recent studies of explicit retrieval also
have found anterior prefrontal areas to be recruited across a
wide range of tasks spanning both recognition (34, 77) and
recall (28, 78, 79) and using various kinds of experimental
materials, including words (58, 77) and pictures of faces and
objects (33, 34, 79), and even during illusory recognition (80).
The consistent observation of prefrontal activation and the
tendency toward right greater than left lateralization was
highlighted by the proposal of a model of hemispheric asym-
metry in relation to memory function by Tulving and col-
leagues (9, 81). Their model states that there is preferential
involvement of the left prefrontal cortex during encoding and
of the right prefrontal cortex during episodic (explicit) re-
trieval. This important observation provides a useful heuristic,
but it should be noted that the areas tending to show differ-
ential activation during encoding and retrieval are not homol-
ogous regions and are often activated together, as in the case
of the explicit retrieval variant of word stem completion
discussed above (58, 66). The more accurate characterization
is probably that explicit retrieval tends to additionally recruit
anterior prefrontal cortex at or near Brodmann area 10
(sometimes bilaterally but often right . left).

In view of this convergent finding, it is not surprising that
researchers moved quickly to try to determine the exact role
that this area might play in explicit retrieval. Explicit retrieval
involves many demands that can be separated broadly into
processes related to memory search (attempt) and processes
related to retrieval success (recognition or recall). The concept
of search captures, heuristically, the set of processes by which
we attempt effortfully to gain access to past information
whereas retrieval success refers to processes engaged when we

succeed at gaining access to past information. The two rep-
resent general concepts and are useful only as heuristics.
Nonetheless, they have provided the basis for a number of
experiments that have sought to examine whether brain areas,
particularly prefrontal areas, are activated differentially more
by memory search or by success (47, 82–85). Unfortunately,
consensus has not been reached. Both possibilities have been
proposed: (i) that they are differentially involved in effortful
processes related to retrieval search or attempt (47, 82) and (ii)
that they are activated more by retrieval success (83). We
recently have collected fMRI data that both agrees with the
findings of Rugg et al. (83) and possibly explains some of the
divergence across studies.

We first asked whether these anterior prefrontal areas could
be detected with fMRI and whether they would be activated
differentially during a retrieval condition that required much
effort and was rarely successful (a situation created by the use
of a shallow encoding task; 1005-ms response time, 47%
correct) vs. a condition in which retrieval was almost always
successful and required less effort (deep encoding task; 875-ms
response time, 85% correct). Both conditions, which were
examined in blocks of many successive trials of the same types,
showed robust activation of the right anterior prefrontal cortex
in nearly the same areas as have been found to be activated in
numerous PET studies. Furthermore, consistent with the
results of Rugg et al. (83), there was a tendency toward greater
activation in the blocked condition with more retrieval success.
However, there is a complicating factor in these studies: Many
trials of a similar type are presented together, and it is possible
that subjects may perceive changes in the likelihood of differ-
ent trial types (and their requisite responses) across the blocks
and so adopt different strategies across blocks. Such a block
‘‘context’’ effect is confounded in many neuroimaging studies
but is particularly problematic for our blocked trial fMRI study
because two kinds of trial are intermixed with quite different
probabilities across the blocks. Thus, the context of the blocks
might have been contributing to modulation of the anterior
prefrontal cortex. This prompted us to explore, in a second
study, whether the activations were related truly to retrieval
success.

For this second study, we adopted recently developed pro-
cedures for selectively averaging fMRI responses to individual
trials (61, 62, 86–88). By intermixing the trials and post hoc
separating the trials in which subjects report failing to recog-
nize items (unsuccessful retrieval) vs. those instances in which
there was successful retrieval, we could ask whether differen-
tial activation of the anterior prefrontal cortex was associated
exclusively with those items that were retrieved successfully. It
is important to note that, because the trials were intermixed
randomly, subjects could not predict or alter strategies differ-
entially across the successful and unsuccessful retrieval events.
The findings showed that significant right anterior prefrontal
activation was elicited by trials in which subjects correctly
designated that items were new (a form of ‘‘unsuccessful’’
retrieval) as well as during successful retrieval and, more
importantly, that there were no differences across these two
trial types (89). We believe this represents an appropriate test
of the retrieval success hypothesis and shows that, in isolation,
either kind of event type can activate anterior prefrontal
cortex. Moreover, the combination of the blocked fMRI study
we initially conducted and the second selective trial averaging
study also suggests a possible interpretation of the past results:
The anterior prefrontal cortex (right . left) is activated by
many explicit retrieval tasks and can do so independently of
retrieval success per se. However, as we and others have shown
in paradigms that contain blocks of trials of a particular type,
modulations of these regions may be induced, perhaps because
of shifts in subject-initiated retrieval strategies (85).
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CONCLUSIONS

At the outset, we noted that neuroimaging techniques are
extremely powerful because they can provide information
regarding particular brain regions involved in actually per-
forming diverse types of cognitive tasks, including memory
tasks. The findings discussed above illustrate this point. Tasks
that promote long term memory encoding have tended to
activate areas in the left prefrontal cortex as well as the
anterior cingulate and the right-lateral cerebellum. These
areas also are activated by word generation tasks and certain
verbal working memory tasks, indicating the interdependency
of the processing demands across these tasks that we often,
possibly erroneously, think of as separate. Explicit memory
retrieval has been associated with additional activation of
several brain areas, including the anterior prefrontal cortex
(often right . left), although the specific contribution that
these areas make to retrieval remains largely unknown. Im-
plicit retrieval manifesting priming has revealed reductions in
brain areas activated for task performance, perhaps reflecting
the facilitation of local processing regions as a consequence of
item repetition.

It is also worthwhile to note that, although comparisons of
the brain regions involved in specific tasks may in many cases
be undertaken with the aim of identifying regions that are
uniquely associated with a particular task, the nature of these
comparisons will, unavoidably, also entail consideration of
commonalties of activation. Regions may contribute to several
kinds of cognitive tasks. Examining the correlations of brain
activation with functional tasks may thus have an important
side benefit of focusing attention on neural systems and their
interactions across task types (90), such as was the case noted
for left prefrontal involvement in long term memory encoding,
elaborate word generation, and working memory.

Future attempts to reliably identify and understand the
bases of both the differences and commonalities in activation
patterns across tasks are thus likely to advance our under-
standing of the complex, and pervasive, function of memory in
our lives. Such advances may arise directly, through providing
new information on neural systems and correlates of memory,
and indirectly: Efforts to interpret and integrate the functional
neuroimaging findings may enhance our understanding of the
tasks themselves and what it is, precisely, that we are doing—or
not doing—when we deliberately set about to remember
something (explicit memory) or use the products of past
learning without ever becoming aware of an intention to
remember (implicit memory) or engage in any of a multitude
of other cognitive endeavors such as perception or attention
for which memory is important.
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