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Abstract
The field of host-guest chemistry provides computationally tractable yet informative model
systems for biomolecular recognition. We applied molecular dynamics simulations to study the
forces and mechanical stresses associated with forced dissociation of aqueous cucurbituril-guest
complexes with high binding affinities. First, the unbinding transitions were modeled with
constant velocity pulling (steered dynamics) and a soft spring constant, to model atomic force
microscopy (AFM) experiments. The computed length-force profiles yield rupture forces in good
agreement with available measurements. We also used steered dynamics with high spring
constants to generate paths characterized by a tight control over the specified pulling distance;
these paths were then equilibrated via umbrella sampling simulations and used to compute time-
averaged mechanical stresses along the dissociation pathways. The stress calculations proved to be
informative regarding the key interactions determining the length-force profiles and rupture
forces. In particular, the unbinding transition of one complex is found to be a stepwise process,
which is initially dominated by electrostatic interactions between the guest’s ammoniums and the
host’s carbonyl groups, and subsequently limited by the extraction of the guest’s bulky
bicyclooctane moiety; the latter step requires some bond stretching at the cucurbituril’s extraction
portal. Conversely, the dissociation of a second complex with a more slender guest is mainly
driven by successive electrostatic interactions between the different guest’s ammoniums and the
host’s carbonyl groups. The calculations also provide information on the origins of
thermodynamic irreversibilities in these forced dissociation processes.

Introduction
Cucurbiturils are rings of glycouril monomers [=C4H2N4O2=], each attached to its
neighbors by a pair of methylene bridges.1 Also known as CB[n], where n is the number of
monomers composing the ring, cucurbiturils are able to bind a number of cationic guests
with strikingly high affinities, some comparable to that of the proteins avidin and
streptavidin for the small molecule biotin.2–4 Their interesting binding properties and
relatively accessible synthesis have promoted the study of CB[n]s for a range of practical
applications, such as drug carriers,5–7 catalysts for supramolecular chemistry,8–10 and basic
units for the formation of polyrotaxanes.11–13 Because of their small size and diverse
molecular interactions, CB[n]-guest complexes represent intriguing and informative, yet
tractable, model systems for studying the physical chemistry of molecular recognition, as
well as test beds for computational approaches to modeling that will ultimately be applied to
more complex biomolecules.
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Simulations with artificial forcing functions imposed between key atoms are often used to
study conformational transitions in molecular and biomolecular systems. For example,
constant-velocity pulling, commonly termed steered molecular dynamics14, has been applied
to such processes as protein unfolding,15–17 protein-ligand binding/unbinding,18–22 and
rotaxane folding.23 Steered dynamics simulations in which the forcing function uses a soft
spring constant can be used to mimic single-molecule atomic force microscopy (AFM)
experiments, allowing for the comparison of computed and measured rupture forces and
providing insight into preferred pathways and rupture mechanisms. However, the use of soft
spring constants promotes the occurrence of sudden conformational jumps, as demonstrated
below, and these can hamper the elucidation of detailed transition pathways. Simulations
with higher spring constants can enforce tighter control over the distance between the atoms
being pulled, potentially allowing a more comprehensive selection of representative
conformations along the path specified by the chosen interatomic distance. Simulation
snapshots at various distances along such computed path can furthermore be subjected to
additional equilibration in order to minimize potential inaccuracies and relax irreversibilities
due to the relatively high pulling velocities typically used in steered dynamics. In particular,
the well-known umbrella sampling technique24 enables sampling around selected positions
along equilibrium and non-equilibrium pathways25–28 by imposing artificial forcing
functions that restrain the distance of interest, which is sometimes called an order parameter.
Umbrella sampling can, at least in principle, be used to accurately describe the free energy
landscape of smooth transitions and thus obtain the free energy difference between the
starting and final states.

A central goal of many forced molecular simulations is to gain insight into the atomistic
mechanisms of the conformational transition and the interactions that establish the computed
relationship between distance and mean force. It is thus common to study the evolution of
informative physical and geometrical quantities along the transition pathway; for
biomolecules, examples include root-mean-square distances, radii of gyration, amino acid
contact maps, and hydrogen bond maps. However, these measures typically provide rather
indirect readouts of the molecular mechanisms governing the process. We have recently
proposed using the atomistic theory of mechanical stress29–33 as a tool to analyze processes
in simulations of molecules and biomolecules in solution.34 In particular, we employed
Hardy’s stress expression33 to study atomistic stresses for along a dissociation pathway of
the ultra-high affinity CB[7]-B5 (1,4-bis(methylamine) bicyclo[2.2.2]octane; Figure 1) and
CB[7]-B4 (1,4-methylamine bicyclo[2.2.2]octane) complexes. Those initial explorations
demonstrated that stress calculations could highlight relevant bonded and non-bonded
interactions central to the molecules’ unbinding mechanisms. However, they relied on a
simplified dissociation pathway constructed as a series of energy-minimized conformations,
rather than modeling the complex conformational fluctuations of a molecular system at
room temperature.

Here, we enhance and extend the prior stress analysis by performing the first computations
of atomistic stresses along a properly thermalized, bimolecular dissociation pathway. We
use both steered MD and umbrella sampling simulations on the same CB[7]-B5 complex
studied previously, along with a lower-affinity CB[6]-spermine (Figure 2) complex. The use
of dynamics simulations now allows improved sampling of the pathways specified by the
pulling schemes, resulting in more physically meaningful results than those obtained before
via energy minimization. The present calculations also allow for a potentially meaningful
comparison of the rupture forces computed for the CB[6]-spermine system with available
AFM measurements for this complex, and for analysis of the nature and origins of
irreversibilities in the computed dissociation processes.
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Methods
Energy minimized structures of free CB[7], B5, CB[6] and spermine, were combined with
Swiss PDB viewer35 to produce initial conformations of the CB[7]-B5 and CB[6]-spermine
complexes. The dynamic behavior of the free hosts and guests, as well as their complexes,
was then separately explored via conventional MD simulations at 300 K in implicit
Generalized Born/Surface Area36 (GBSA) solvent for 10 ns. Forced dissociation MD runs
with implicit GBSA solvent at 300 K were subsequently carried out for 100 ns on the two
complexes, using both soft and stiff spring constants; to this end, an equatorial carbon of the
host molecule (namely C1, for CB[7] and CB[6]) and a terminal nitrogen of the guest
molecule (namely N1, for B5 and spermine, see Figs. 1 and 2) were artificially attached by a
linear spring and gradually pulled apart by increasing the equilibrium bond-length, using the
distance between these two atoms as guiding order parameter. We used this same pulling
scheme to perform an additional 100 ns forced dissociation simulation in explicit TIP4P-
Ew37 solvent at 300 K for the CB[7]-B5 complex, in order to validate the use of implicit
GBSA solvation for this type of system. The initial structure for all forced dissociation
simulations was selected such that the length of the artificial restraining bond was close to
that of the respective unrestrained complex at equilibrium, taken as the average length of
this bond during a 10 ns unrestrained MD run performed at the starting basin. The rupture
force for each dissociation pathway, corresponding to the maximum time-averaged force
encountered while pulling the guest out of the host during simulation, where averages were
taken over 1 ps time intervals, was readily obtained from the conformational ensembles.

The stiff-spring GBSA steered dynamics trajectories were then used as guiding pathways for
MD-umbrella sampling (MD-US) simulations in implicit GBSA solvent, using a 100 kcal/
mol/Å2 biasing harmonic potential and 10 ns/window. The initial states of the MD-US
windows were extracted from particular instances along the forced dissociation path
sampled by the corresponding pulling calculation. In order to insure accurate sampling, we
selected the spacing between umbrella centers such that the energy histograms would have
sufficient overlap between them, leading to proper sampling along the chosen direction. This
resulted in the use of 31 equidistant windows spanning a distance of 6–15 Å for the CB[7]-
B5 complex, and 35 equidistant windows ranging from 9–19 Å for the CB[6]-spermine case.
Importantly, for all GBSA MD-US simulations of both complexes, we found coincidence
between force profiles extracted from 1–5 ns and 5–10 ns intervals, suggesting that this
method provides sufficient sampling of the restrained states at each window. Additional 10
ns/window MD-US simulations using TIP4P-Ew solvent were later performed for CB[7]-
B5, to test for changes in the force and the stress behavior upon additional equilibration of
representative snapshots extracted from the stiff-spring, explicit solvent steered MD run
performed for this complex.

All simulations were carried out with the GROMACS38 molecular simulation package; in
addition to the mdrun subroutine, we used the pull code for the forced dissociation runs.
Conformations were saved every picosecond, leading to 10,000 structures for each free MD
run, 100,000 for each pulling calculation, and 310,000 (350,000 for CB[6]-spermine)
structures for the GBSA MD-US runs. The systems were evolved by means of the velocity-
verlet (VV) algorithm with a 1 fs time step, and the Nose-Hoover thermostat (NH) 39,40 with
τt = 0.2 ps was used to maintain a constant temperature of 300 K. Initial velocities were
randomly generated from a Maxwell-Boltzmann distribution at 300 K. The implicit solvent
calculations were performed using the default GBSA parameters for water included in
GROMACS-Amber99sb; for this solvent model, we verified that the temperature, energy,
and force profiles obtained from all unrestrained and some restrained MD runs using VV-
NH coincided with those derived from several matched Langevin Dynamics runs. The
explicit solvent model consisted of 2,898 TIP4P-Ew37 molecules and two Cl− ions,
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equilibrated via a 1 ns NPT run using an isotropic Parrinello-Rahman barostat41 (τp = 2 ps,
β = 4.5*10−5 bar−1), prior to the forced dissociation simulation.

The systems’ bonded and Lennard-Jones (LJ) interactions were modeled via the Amber99sb
force field,42 complemented by GAFF43 parameters where necessary. As for previous
studies on these systems,2,44 partial atomic charges were generated using the VC/2004
parameter set available in the Vcharge45 program, except that some calculations were
repeated with AM1-BCC46 charges generated with the AnteChamber47 program.
Specifically, for the CB[7]-B5 complex we performed a 100 ns GBSA pulling calculation
using AM1-BCC charges, which exhibited good agreement with the VC/2004 case. In
addition, we explored the stability of the CB[6]-spermine complex upon changes in charge
distribution by performing two 50 ns unrestrained MD simulations with partial atomic
charges assigned via Vcharge (VC/2004) and AM1-BCC, respectively. With VC/2004
charges, the complex remains in its bound state with nitrogens N2 and N3 (see Fig. 2) locked
at the top and bottom portals, respectively, and frequently visiting a conformation in which
the terminal ammonium groups of the guest (N1 and N4) fold towards their closest CB[6]
portal to interact with the carbonyl oxygens, as observed in the crystal structure revealed by
Kim et al.48. In contrast, with AM1-BCC charges, the guest left the host after 38 ns, a
surprising result in a simple MD run. These results led us to use VC/2004 charges for the
subsequent calculations.

For each complex, stress calculations for the bonded, LJ and electrostatic (Coulombic
+Generalized Born) interactions were performed on the restrained conformational ensemble
extracted from the MD-US simulations. Separate stress analyses were also performed on the
free CB[7] and free B5 MD conformations, for comparison with our prior study.34 Stresses
were computed using a procedure essentially as previously described,34 except that the
resulting stresses were time-averaged here, rather than being computed for single energy-
minimum conformations. Briefly, for each atom i, Hardy’s formulation of the local stress
tensor (σi) was employed to obtain values for each of the force components of the free and
bound molecules; explicitly, σi was calculated from:

In the above expression, index j represents the atoms that are within a local spherical region
(vloc)around atom i; correspondingly, rij and fij are respectively the interatomic vector and
the force exerted by atom j on atom i.

The principal atomic stresses obtained from the above expression were then converted into
local intramolecular coordinates in order to accurately compare stress magnitudes and
compute stress differences between the free host and guest, and their complex.
Subsequently, we obtained average values (5–10 ns period) of the local-coordinate principal
stresses, for each atom. The magnitudes of the stresses provide useful insights on the
behavior of each atom upon forced dissociation (e.g., Fig. 6), while the directions (i.e.,
principal stress components) offer further information about the nature of the interactions.
Accordingly, we visualized average principal stresses (e.g., Fig. 5) as follows. The mean
local stress tensors of the free host and guest were subtracted from those of the complex,
leading to average local-coordinate stress difference tensors. These were converted back into
“lab-frame” coordinates and diagonalized to obtain the magnitudes and directions required
for rendering each principal stress via VMD.49 The principal stresses are depicted as
spindle-shaped glyphs along the corresponding direction, with length proportional to the
magnitude of the matching principal stress. Compressive and tensile stress components are
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represented by orange and green colored spindles, respectively. The stress spindles were
plotted over corresponding atoms of the central-representative structure for each window,
obtained by clustering the 5,000 structures stored for the 5–10 ns simulation period, via the
g_cluster tool in GROMACS.

Results
CB[7]-B5 system

Force-Distance Curves and Rupture Forces—Figure 3 graphs force versus distance
as the guest is computationally pulled from the host at a rate v = 0.1 Å/ns. The pulling forces
are mediated either by a high (100 kcal/mol/Å2) or a low (1.43 kcal/mol/Å2) spring constant
acting on atoms N1 and C1 of the respective molecules, based on the expectation that these
atoms are synthetically accessible linkage points for a connecting molecule in an actual
AFM experiment. The five graphs examine the consequences of implicit (GBSA) vs.
explicit (TIP4P-Ew) solvent; continuous pulling by steered dynamics vs. further via
equilibration windowed umbrella sampling; and a pulling spring with a high vs. low spring
constant. In all cases, the pulling force ramps up from essentially zero to a peak rupture
force, and then swiftly collapses back to zero. The peak rupture forces are located at 10.8 Å
for the stiff spring GBSA (~ 1150 pN) and for the explicit solvent steered dynamics run (~
1300 pN) simulations, and at 9.7 Å for the soft spring GBSA forced dissociation calculation
(844 pN). A previous study34 examined the same process, forced dissociation of the CB7-B5
complex, but used energy-minimization to map the pathway and forces, rather than MD as
done here. The prior force-distance profile agrees qualitatively with the present MD results,
showing a sharp transition at a high rupture force. However, the prior minimization results
deviate significantly in the location of the peak, 12.3 Å, and its magnitude, 1670 pN, and in
the presence of a smaller peak at 6.5 Å. We attribute the differences mainly to the lack of
thermalization in the prior calculations, though differences in solvation and force field
parameters also may play some role.

The force-time plots in the inset of Fig. 3 illustrate that the collapse in pulling forces is
instantaneous for both soft and stiff spring steered MD runs; nonetheless, the soft spring
force-distance plot shows that the guest is expelled far from the host right after the rupture
event, indicating an inadequate control over the artificial pulling length. The two implicit-
solvent steered MD trajectories were therefore visually examined to isolate potential
differences in their dissociation mechanisms. Interestingly, the drop in force for both cases
occurs when the bulky bicyclooctane moiety of the guest jumps from inside the host to
outside; moreover, comparison of the stress behavior at particular instances along the N1-C1
dissociation route (not shown) indicates that both processes follow a virtually equivalent
pathway. The previous result allowed us to focus solely on the analysis of stiff spring
simulations given that, unlike the soft-restraint runs, they can provide mechanistic insights at
instances immediately following the unbinding transition.

The force versus distance plots in Figure 3 also show that the outcome is essentially
insensitive to the choice of solvent model, i.e., implicit GBSA vs. explicit TIP4P-Ew. This
similarity is generally consistent with the infrequent occurrence of water bridges or long-
lived solute-water hydrogen bonds (potential modulators of stabilizing host-guest
interactions that might not be well-modeled with an implicit solvent model) during the
explicit solvent steered MD run. See Supplementary Information for details, as well as
further characterization of hydration by explicit water during the forced dissociation process.

Furthermore, Fig. 3 indicates that the conformations extracted from the stiff spring steered
MD trajectories are already close to their restrained equilibrium state, given the similarities
of the results of pulling calculations vs. umbrella sampling with 10 ns per window, for both
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solvent models. Moreover, repeating the GBSA steered dynamics calculation using the stiff
spring, but with the pulling speed reduced from 0.1 Å/ns to 0.04 Å/ns, led to essentially
coincident results, as did repeating the calculation from different starting configurations
(data not shown). This insensitivity suggests that the energy landscape is characterized by
two highly stable states (i.e, fully bound and unbound) separated by a well-defined energetic
barrier. The physical basis of this transition will be discussed in detail in the stress analysis
section; however, we anticipate that the CB[7]-B5 dissociation process is dominated by
strong energetic interactions between the guest’s ammonium groups and the host’s carbonyl
groups, and further restricted due to bond-stretching at the host’s exit portal.

In general, our results indicate that an actual AFM study of this system might yield rupture
forces similar to those found in the present calculations, particularly those obtained with the
low spring constant, since this is in the same range as those used in AFM experiments of
host-guest complexes (e.g., 0.23 kcal/mol/Å2, Ref. 50) and biomolecular systems.51 Still, the
pulling rates in an AFM experiment are typically about 1000 times slower than those
accessible here, and these slower rates may lower the measured rupture force (as compared
to our in-silico prediction), by allowing more time for thermal fluctuations to drive the
system over its energy barrier at low levels of force.

Finally, whereas the weak spring simulation openly reveals an irreversible jump along the
pulling bond length (see Fig. 3, green), it is of interest to further study the sudden collapses
in the stiff-spring pulling forces in search for potential irreversibilities that may limit the use
of this pathway for accurate calculation of the binding affinity. Figure 4 shows the value of
the restrained N1-C1 distance (red) as a function of the window index for the stiff spring
MD-US simulation (i.e., Fig. 3, bright red), along with the distance between the centers of
mass of the host and guest (blue). From Fig. 4 it is evident that, although the pulling distance
is well controlled during the calculation, there is a discontinuity in the center of mass
distance. This observation highlights the fact that seemingly good control of a simulation
order parameter – here the N1-C1 distance – may belie a hidden irreversibility in the process.

Stress Analysis—We computed mechanical stresses at the atomistic level to learn more
about the pulling pathway specified by the N1-C1 artificial pulling bond with stiff force
constant. Stresses were computed for each molecule free in solution, and then along the
mentioned pulling pathway. For this purpose, we used the data from the GBSA and TIP4P-
Ew MD-US simulations, because they provide further equilibration at well-defined windows
along the path.

In all cases, the lab-frame stresses of each MD snapshot were transformed into local
molecular coordinates, averaged over all snapshots, and then transformed back to the lab
frame for visualization, as previously described.34 For the pathway stresses, we subtracted
out the mean stresses of the free molecules in order to focus attention upon the changes in
stress associated with the pulling process.

The time-averaged stresses found here for the molecules free in solution closely resemble
those previously obtained based upon single energy-minimized conformers of the free
species34 (data not shown). This observation is consistent with the modest conformational
fluctuations observed for each case, with highest atomic root mean square deviations of 0.3
Å (CB[7]) and 0.48 Å (B5) from the initial structure. Thus, the present study confirms the
prior observation of substantial equilibrium stress in the uncomplexed molecules, even after
thermalization.

Concerning the MD-US simulations, we found that the explicit and implicit solvent models
lead to an equivalent stress behavior, outcome that is consistent with the similarity in the
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force profiles observed for both cases. Figure 5 displays the mean atomic stresses, relative to
the free state, at key steps along the studied dissociation pathway: the initial, unforced
complex (left), the peak-force state (middle), and the first US window in which the guest is
outside the host (right). The top, middle and bottom rows show bond-stretch, Lennard-Jones
(LJ) and electrostatic stresses, respectively. The scaling factor of the glyphs is the same as
that used previously (0.2vloc),34 to facilitate comparison. Interestingly, the magnitudes of
the thermally averaged stresses for these three instances tend to be lower than those found in
our prior study, which computed stresses for single energy-minimized structures rather than
averaging over a Boltzmann ensemble, as done here. The reductions, which are greatest in
the peak-force state (middle), appear to result largely from sampling of the guest’s position
over the 7-fold symmetric host, leading to averaging out of strong directional stresses. This
interpretation is supported by the observation that the stresses from single MD snapshots at
the peak-force state, and in particular those having a tilted B5 with its ammonium groups
oriented towards opposite sides of the CB[7] portals, displayed stress magnitudes closer to
those found in Fig. 5 of Ref. 34. Despite this reduction in force magnitudes, the overall
patterns of stress for the initial, peak, and after-peak instances are similar to those found in
our prior study. In particular, at the peak-force state (middle) we see tensile (orange) stresses
on the carbons of the top portal, mainly on the left side where the guest is closest, along with
compressive bond stresses at the bottom portal, in response to the deformation of the ring.
The LJ compressive stresses are high between the top B5 ammonium and the carbonyls of
the top left portal, owing to close-range repulsive interactions between these two groups.
Electrostatic stresses are also observed between the top and lower B5 ammoniums and the
CB[7] carbonyls that are closer to each of these groups, due to attractive (tensile stress) and
repulsive (compressive stress) interactions between the atoms with opposite and matching
charges, respectively.

Figure 6 provides a complementary look at the evolution of atomistic stresses along the
studied dissociation pathway: Figures 6a and 6b graph the mean stress magnitude for each
atom as a function of the pulling distance for CB[7] and B5, respectively. Here, all stresses
are referenced to their values at the final window, rather than the uncomplexed molecules.
Not surprisingly, the most prominent bond stresses observed in Figs. 6a and 6b (cyan in both
cases), correspond to the two atoms involved in the artificial pulling force. For most plots,
across all panels of both figures, a sharp change in the stress magnitude is clearly observed
right after the peak force, i.e., between 10.8 Å and 11.1 Å, corresponding to the moment
when the guest abandons the host. Specifically, and in agreement with Fig. 5 (middle
column), the atoms with highest stresses at the peak are, for CB[7], three nitrogens (Fig. 6a
bond stress, bright red curves) and two carbonyl carbons (Fig. 6a bond stress, black curves)
at the left side of the top portal, a carbonyl oxygen (Fig. 6a LJ stress, bright red curve) and a
carbonyl carbon (Fig. 6a LJ stress, black curve) that remain close to the top B5 ammonium
group; and, for B5, the top carbon (Fig. 6b bond stress, black curve) and the two carbon-
hydrogen pairs (Fig. 6b LJ stress, black curves correspond to the carbons, and bright red
curves to the hydrogens) of the bicyclooctane moiety that remain closest to top portal
section displaying tensile bond stress. Although only one carbonyl carbon of CB[7] is
computed to have even a moderately large electrostatic stress at the peak (Fig. 6a
electrostatic stress, black curve), it is important to note that Fig. 6b does show striking
electrostatic interactions (compressive stresses, in this case) for the two B5 ammonium
nitrogens (cyan and bright red curves) and some of their corresponding hydrogens (black
curves) across the windows corresponding to pulling distances of 6–10 Å; these drop sharply
at around 10 Å, reaching low levels before the force peak, as these atoms are driven away
from the bottom and top portal carbonyls. The stress behavior observed along the N1-C1
restrained dissociation path thus suggests that the sharp transition between the bound and
unbound conformations of this system is actually a stepwise process that initially involves a
high resistance to overcome the attractive electrostatic interactions between the CB[7]
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carbonyl oxygens and the B5 ammonium hydrogens, followed by an equally challenging
effort required to pull the bulky bicyclooctane moiety out of the CB[7] ring.

CB[6]-spermine system
Force-Distance Curves and Rupture Forces—Figure 7 graphs force versus distance
as the spermine guest is computationally pulled out of the CB6 host, starting from a centered
conformation of the complex, termed State A (see Fig. 2). As for CB[7]-B5, the pulling
forces are mediated by a spring acting on atoms N1 and C1 of the respective molecules,
because these atoms are synthetically accessible linkage points for a linking molecule in an
actual AFM experiment.50 Solvent effects are modeled with an implicit GBSA model.
Results are presented for a high spring constant (100 kcal/mol/Å2) and umbrella sampling
(red) and steered MD (purple), and for a low spring constant (0.24 kcal/mol/Å2) and steered
MD (green). The low spring constant was chosen to match the spring constant used in an
AFM study of the same host-guest system;50 the high spring constant is expected to better
control the dissociation process along the specified N1-C1 pathway. The force-distance
curves in Figure 7 display two large force peaks, of different magnitudes, whereas only one
force peak was seen for CB7-B5. The first peak observed here is associated with the passage
of N3 through the middle of the host to yield a second tightly bound conformation, termed
State B, with N3 and N4 at the two portals (see Fig. 2). The second peak results from
passage of N4 through the host, which leads essentially to dissociation.

The force profiles of the two stiff-spring calculations, umbrella sampling and steered MD,
show steep rises to a peak force followed by a sudden collapse of the force. However, the
MD-US profile is somewhat less jagged and displays a lower peak force, likely due to the
added equilibration provided by sampling exclusively within each US window. The values
of the first peak forces are 235 pN (MD-US) and 352 pN (steered MD), respectively, both at
11.7 Å; and the second peak forces are 296 pN (MD-US) and 397 pN (steered MD) at 18 Å
and 18.3 Å, respectively. The soft-spring force profiles show lower peaks (87 pN and 152
pN) at shorter distances (10.3 Å and 16.8 Å), but the initial rise toward each peak
recapitulates what is seen with the stronger spring; the main difference is that rupture occurs
here at shorter distances and lower forces. Also, with the soft spring, each rupture is
immediately followed by a large distance jump, much as seen in the force profiles for CB7
and B5 when a soft spring was used (Figure 3, green). The maximal rupture force of 152 pN
observed with the weak spring is similar to the rupture force of 120+20 pN determined in
Kim et al.’s prior AFM study.50 It is also of interest that the peaks observed in the
experimental force-distance curves (Ref. 50, Figure 1a) have a sawtooth shape like those
observed in the calculations, and that the narrowest experimental peak appears to be 10–15
Å wide, much as seen here.

This similarity supports the accuracy of our calculations. However, full validation of the
simulated force profile is not possible, given that the experimental rupture force was
obtained by estimating the periodicity of the individual force maxima from a multiple
molecule AFM measurement. It is also worth noting once again that the pulling speeds here
are considerably greater than those used in the experiment.

Stress Analysis—Figure 8 illustrates the bonded (top row), LJ (middle row) and
electrostatic (bottom row) stresses at key junctures during the course of the forced
dissociation of the CB[6]-spermine complex (N1-C1, stiff spring, MD-US); for better
visualization, the length of each glyph (Å) was set to the magnitude of the corresponding
principal stress (kcal/mol/Å) and then scaled by the factor 0.5vloc, where vloc is the volume
of a local spherical region for each atom. (Note that for CB[7]-B5 we used a stronger scaling
factor equivalent to that of Ref. 34, i.e., 0.2 vloc). From left to right, the panels show stresses
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for the relaxed initial state (State A, restraint distance = 9 Å), the first force peak (11.7 Å),
after the first peak (State B, 12.9 Å), the second peak (18 Å), and a final, dissociated (19 Å)
state. In addition, Figure 9 plots the corresponding stress magnitudes for all CB[6] (Fig. 9a)
and spermine (Fig. 9b) atoms. The stresses observed here differ considerably from those
computed for the CB[7]-B5 complex. Most notably from Figure 9, and as might be expected
given the absence of a bulky ring in the spermine guest (present in B5), the magnitude of the
bonded stresses throughout the entire trajectory are significantly lower than those observed
for CB[7]-B5. Figure 9a reveals a plateau in the bond stresses from 9–18 Å; these
correspond to variations in stress around the circular host while the guest is bound (see also
Fig. 8, top row). For spermine, Figure 9b shows modest, corresponding, compressive bond
stresses. Interestingly, the spermine atoms with relatively large stresses are those carbons
(Fig. 8 top row, and Fig. 9b bond stress, black curves) and nitrogens (bright red curves) that
fall inside the CB[6] ring at each point along the dissociation pathway. These stresses appear
to result from the restraints imposed by having the guest’s ammonium groups essentially
trapped at the top and bottom CB[6] portals. Similarly, there is a small contribution of LJ
interactions to the total stress along the dissociation pathway (Fig. 8 middle row, and Fig. 9).
The higher LJ stresses are observed for spermine atoms, and largely trace to attractive
interactions (hence tensile stresses) between equatorial host atoms and those guest carbons
(Fig. 9b LJ stress, black curves) and nitrogens (bright red curves) that are in the interior of
the host at each point along the dissociation pathway. Modest compressive stresses are also
observed for the CB[6] carbonyl oxygens (Fig. 8 middle row, and Fig. 9a LJ stress, bright
red curves) that come close to any of the guest’s atoms, as a result of repulsion at reduced
interatomic distances.

The most prominent stress contributions are those arising from strong electrostatic
interactions within the complex. Figure 8 (bottom row) reveals that, while the guest is
bound, high tensile stresses persist between the guest’s ammonium hydrogens at the portals
and the host’s carbonyl oxygens, as well as between the respective ammonium nitrogens and
carbonyl carbons. Reasonably, the impact of these attractive interactions is compensated by
compressive stresses, due to electrostatic repulsions between the guest’s ammonium
nitrogens and the host’s carbonyl oxygens. The impact of electrostatics on the system’s
affinity is especially evident in Figure 9b, which shows high magnitudes for spermine atoms
N2 (bright red), N3 (blue), and N4 (purple). The stresses on N2 drop sharply after the first
transition, where it escapes the ring, after which N4 is locked in the bottom portal and is
subject to considerable stress, whereas the N3 remains stressed for the majority of the
process, given that it is trapped in the bottom and top portals during the first and second
transitions, respectively. It may be surprising that the electrostatic stresses computed for
CB[6] are persistently lower than those observed for the guest. However, this observation is
physically reasonable, since we report Boltzmann-averaged stresses, and the overall
electrostatic stress contribution arising from the ammonium-carbonyl interactions is, over
time, shared evenly between the six carbonyl groups at each portal.

Discussion
The two cucurbituril-guest complexes studied in this work are structurally similar, as both
include cucurbituril rings of similar size, and guests anchored to their hosts’ carbonyl portals
by ammonium groups. One might therefore expect that their unbinding processes, as guided
by physically reasonable AFM linkage points, would have similar mechanisms and rupture
forces. Nonetheless, the present study points to markedly dissimilar rupture forces and
mechanisms for their dissociation pathways. It is worth noting that the rupture forces
computed for the CB[6]-spermine complex, with soft spring constants matching experiment,
are in good agreement with AFM experiments for the same complex. This outcome suggests
that our model and simulation setup can appropriately portray the AFM-like dissociation
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dynamics of these systems, and supports the validity of the remarkably high peak force
obtained for CB[7]-B5 from analogous simulations.

The sudden drops in the force-distance curves, observed for both systems, are of
considerable interest. For the CB[7]-B5 complex, the force drop occurs when the bulky
bicyclooctane moiety of the guest completes its passage through the ring of carbonyls at the
exit portal of the host; for the CB[6]-spermine case, the guest’s ammonium groups suddenly
unlock from the host’s portals during the transitions from State A to State B, and from State
B to the unbound state. When the pulling calculations use a soft spring, these drops in force
are accompanied by sudden increases in the N1-C1 pulling distance (green in Figures 3 and
7). No sudden increase in N1-C1 distance is observed when a stiff spring is used (e.g., purple
in Figures 3 and 7); however, closer examination reveals that the continuity of the N1-C1
pulling distance can mask a conformational jump, as highlighted for the CB[7]-B5 system,
in Figure 4, simultaneous with the drop in force. It may be helpful to think of these sudden
jumps as resembling the sudden detachment of a tight cork from a bottle, when one pulls on
it with either a stiff or a soft spring. Whether or to what extent such jumps would occur in
the course of AFM studies of these systems is not entirely clear. This notion gains support
from the sawtooth-like shape of experimental force-distance curves and from the fact that
the AFM experiments use soft springs, which we see here lead to a greater discontinuity. On
the other hand, the AFM experiments are much slower, and, given a soft spring constant,
may provide enough time for binding-unbinding equilibria to be established at each distance.
Even in this case, the guest must still cross a high energy barrier each time it exits the host,
and the atomistic mechanisms found in the present simulations are still expected to be
relevant for these crossings, even though they will not be individually registered in the
measured AFM forces. The discontinuities observed here also have implications for the
calculation of binding affinities from force-distance curves, because they appear to make the
dissociation pathways irreversible, in the thermodynamic sense. If so, the work computed by
integrating force times distance along these pathways need not equal the change in free
energy between their starting and end points. We will address this problem in a separate
publication.

The present study also enables comparison of Boltzmann-average stresses observed along
our N1-C1 restrained CB[7]-B5 umbrella sampling simulations with previously reported
stress calculations for the same system, in which only energy-minimized structures along
this transition path were analyzed.34 Interestingly, both schemes exhibit qualitatively
consistent information about the process, although the present results display smaller
stresses overall, consistent with the lower peak pulling forces computed here. The reduction
in stresses here seem most marked at the stages of the process with lower low pulling forces,
presumably because there, the thermalized system can sample configurational space fairly
extensively while still conforming to the imposed force restraint. In general, deficient
thermalization may not be critical for modeling the dissociation mechanism of simple
systems such as the ones studied here, in which no major fluctuations around the equilibrium
atomic positions were observed at any window. Furthermore, this behavior allowed us to use
the average stresses of the conformational ensemble collected at the each umbrella as
representative values along the unbinding path. This may not be practical for more complex
and flexible molecules, where various energy basins can be visited within a single
restraining window, and valuable information may be lost by averaging all the stresses
obtained from each simulation ensemble. Indeed, for systems with complex energy
landscapes, conventional US can fail to adequately describe transitions that are strongly
coupled to motions orthogonal to the order parameter (or pulling direction) analyzed.
Consequently, ongoing research aims at characterizing stresses along complete dynamic
trajectories obtained via efficient techniques that promote extensive sampling of
conformational space.
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Despite these potential complexities, the thermalized stress calculations described here
prove to be highly informative regarding the physical mechanisms underlying the force-
distance profiles computed for these host-guest systems. For CB[7]-B5, dissociation is
largely opposed by the work required to stretch the bonds of the CB[7] portal in order to
allow the bicylooctane moiety of the guest to escape the ring, and by electrostatic
interactions between the guest’s ammoniums and the host’s carbonyl groups. However, the
latter electrostatic interactions play the central role in for holding the CB[6]-spermine
complex together.

More broadly, the present results suggest that atomistic stress calculations can elucidate the
relevance of each energetic interaction type along a transition pathway, results that might be
hard to discern otherwise. We believe that atomistic stresses computed from MD simulations
will be even more interesting and informative regarding the mechanisms of functionally
important conformational transitions of biomolecules. Recently, we have also evaluated the
use of atomistic stress for identification of reversible pathways that can be employed for
accurate calculation of binding affinities. In particular, by performing stress analyses on
paths specified by diverse pulling schemes (other than the N1-C1 pulling protocol used in
this study), we found that the stress behavior along each route can shed light on hidden
irreversibilities whose prevention is essential for proper estimation of a reversible binding
free energy profile. Alternate, and possibly more direct, markers of reversibility are
currently being explored.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
CB[7]-B5 complex at its equilibrium state. Atoms are colored by type: nitrogen (blue),
oxygen (red), carbon (cyan) and hydrogen (white). Atoms C1, N1 and N2 are labeled.
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Figure 2.
CB[6]-spermine complex at its initial equilibrium state, termed State A. See Fig. 1 for atom
coloring. Atoms C1 and N1 are labeled, as well as the remaining guest’s nitrogens, N2, N3
and N4. The supporting diagrams on the right show States A and B, as referenced in the text.
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Figure 3.
Force vs. N1-C1 interatomic distance plots for the dissociation of the CB[7]-B5 complex,
obtained from pulling calculations and MD-US simulations. The pulling data points
correspond to averages over 1ps intervals, while the US data points are averages for each
sampling window. The inset illustrates force vs. time plots for the stiff and soft GBSA
pulling calculations, whose colors match the corresponding curves of the main graph.
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Figure 4.
Average distance between N1-C1 atoms and the centers of mass of the guest and host at each
window, for stiff-restraint CB[7]-B5 MD-US simulations.
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Figure 5.
Representations of the average bond (top row), LJ (middle row) and electrostatic (bottom
row) stresses of CB[7]-B5, for three key points along the stiff-restraint N1-C1 MD-US
dissociation pathway. These correspond to the initial (N1-C1 distance = 6 Å, left column),
peak-force (10.8 Å, middle column), and after-peak (11.1 Å, right column) states. The
average stresses are superimposed on a representative structure for each case, whose atoms
are color coded as indicated in Fig. 1. The spindle-shaped glyphs show the directions and
magnitudes of the principle stresses, and green and orange indicate compressive and tensile
stresses, respectively. The glyphs are scaled by 0.2vloc (see main text).
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Figure 6.
Magnitudes of the bond, LJ and electrostatic stresses of CB[7] (a) and B5 (b) atoms, as a
function of the N1-C1 distance restraint at each stiff spring MD-US window.
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Figure 7.
Force vs. N1-C1 interatomic distance plots for the dissociation of the CB[6]-spermine
complex, obtained from pulling calculations and MD-US simulations. The pulling data
points correspond to averages over 1 ps windows, while the US data points are averages for
each sampling window.
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Figure 8.
Representations of the average bond (top row), LJ (middle row) and electrostatic (bottom
row) stresses of CB[6]-spermine, for five key points along the N1-C1 MD-US dissociation
pathway. These correspond to the initial (N1-C1 distance = 9 Å, first column, left-to-right),
first peak-force (11.7 Å, second column), after first peak (12.9 Å third column), second
peak-force (18 Å, fourth column), and final (19 Å last column) conformations. The average
stresses are superimposed on the representative structure for each case, whose atoms are
color coded as indicated in Fig. 1. The coloring of the glyphs is the same as in Fig. 5, and
the scaling is equal to 0.5vloc (see main text).
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Figure 9.
Magnitudes of the bond, LJ and electrostatic stresses of CB[6] (a) and spermine (b) atoms,
as a function of the N1-C1 distance restraint at each stiff spring MD-US window.
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