
Applying propensity scores estimated in a full cohort to adjust
for confounding in subgroup analyses

Jeremy A. Rassen, ScD1, Robert J. Glynn, PhD, ScD1, Kenneth J. Rothman, DrPH1,2, Soko
Setoguchi, MD, DrPH1, and Sebastian Schneeweiss, MD, ScD1

1Division of Pharmacoepidemiology and Pharmacoeconomics; Department of Medicine, Brigham
and Women’s Hospital and Harvard Medical School, Boston, MA
2RTI International, Research Triangle Park, NC

Abstract
A correctly-specified propensity score (PS) estimated in a cohort (“cohort PS”) should in
expectation remain valid in a subgroup population. We sought to determine whether using a cohort
PS can be validly applied to subgroup analyses and thus add efficiency to studies with many
subgroups or restricted data. In each of 3 cohort studies we estimated a cohort PS, defined 5
subgroups, and then estimated subgroup-specific PSs. We compared difference in treatment effect
estimates for subgroup analyses adjusted by cohort PSs versus subgroup-specific PSs. Then, 10M
times, we simulated a population with known characteristics of confounding, subgroup size,
treatment interactions, and treatment effect, and again assessed difference in point estimates. We
observed that point estimates in most subgroups were substantially similar with the two methods
of adjustment. In simulations, the effect estimates differed by a median of 3.4% (interquartile [IQ]
range 1.3% to 10.0%). The IQ range exceeded 10% only in cases where the subgroup had <1000
patients or few outcome events. Our empirical and simulation results indicated that using a cohort
PS in subgroup analyses was a feasible approach, particularly in larger subgroups.
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INTRODUCTION
Propensity scores (PSs) are widely used in comparative safety and effectiveness studies to
create balance among treatment groups and thereby control confounding. They have shown
particular utility in pharmacoepidemiology studies conducted within healthcare utilization
databases, where cohorts are large, confounding by indication is often strong,1 and measured
confounding variables frequently outnumber outcomes.2 PSs have several operational
advantages as well, including their fast and robust implementation3 and an easy-to-
demonstrate balance of patient characteristics after matching. PSs also retain rich
confounder information while assuring the anonymity of the cohort’s patients,4 a desired
property in pooled database studies and ongoing drug safety surveillance systems.5
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In all of these cases, investigators may wish to examine both population average treatment
effects and effects within subgroups of patients, in particular patient subgroups that may be
at high risk for adverse events or be more likely to benefit from treatment.6 However, it
remains a challenge to preserve the operational advantages of PSs across a series of
subgroup analyses when each subgroup analysis requires treatment group balance for valid
inference. Estimating a PS in many subgroups may be impractical or even impossible in
cases when full patient-level data is not available. Given this, we examine whether using a
PS estimated across the entire cohort (“cohort PS”) for inference within subgroups is a valid
approach.

In a two-arm study, the PS is the predicted probability of whether a patient will receive the
treatment of interest or the referent treatment, estimated as function of the patients’
measured covariates.7,8 Given a correctly-specified propensity score, it is theoretically
possible to balance treatment groups in subgroup analyses using a cohort PS given that two
key conditions are met.8 First, the cohort PS must reflect the underlying distribution of
confounders; in particular, if the subgroup of interest is those patients with C1 = 1, and C1 is
a confounder, then C1 must be a term in the cohort PS model. Second, both the population
and the subgroup must be “large enough” for large-sample theory to hold. How large the
subgroup should be, and more broadly, whether the theory applies in common
epidemiologic scenarios, is not a question that has been previously answered.

In this paper, we test whether in common settings, a PS estimated in a full cohort can be
validly applied to subgroup analyses. We begin with an empirical analysis of three
healthcare database cohort studies. We then conduct an extensive simulation analysis. In
both cases, we compare the subgroup-specific treatment effect estimates resulting from the
usual practice of estimating a propensity score within the subgroup versus the estimates
resulting from applying a cohort PS. We characterize the situations in which applying a
cohort PS to a subgroup analysis may be feasible.

METHODS
Specification of Propensity Scores

Propensity scores are the predicted probability of exposure given a certain set of measured
covariates.7,8 After stratifying by a correctly-specified propensity score, patients can be
assumed to be exchangeable within strata of PS; likewise, matching on a PS should yield a
cohort is balanced between treatment groups.

Let a series of variables Ci be a study’s measured confounders. A PS is commonly estimated
with a logistic model:

[1]

While this is the most commonly-used PS model, it may not be correctly specified as it may
lack necessary interactions. In a PS, interactions reflect clinical situations in which treatment
is assigned differently within particular subgroups. Extending Equation [1], we include a C1
by C2 interaction:

[2]
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Empirical Analysis
We wished to examine whether confounding adjustment using a propensity score estimated
in a full cohort (“cohort PS”, or PSCOH) yielded a different treatment effect in subgroup
analyses when compared to the usual practice of adjusting by a PS estimated specifically
within a subgroup (“subgroup-specific PS”, or PSSS). We performed two example studies
with three cohorts of patients. We estimated PSCOH as in equation [2], and PSSS as:

[3]

We examined whether there was a change in estimated treatment effects after adjusting for
decile of PSSS versus adjusting for decile of PSCOH, and after matching on PSSS versus
matching on PSCOH.

Example Study 1: Non-Steroidal Anti-Inflammatory Drug (NSAID) Initiation and
Risk of Severe GI Complications—We performed a study of initiation of NSAID
therapy and its relation to severe gastrointestinal (GI) complications.9 A dichotomous
exposure variable indicated class of NSAID; non-selective NSAIDs (ibuprofen, naproxen,
and diclofenac) were the referent category, which we compared to Cox-2 inhibitors (coxibs;
celecoxib, rofecoxib, valdecoxib). We defined outcome as the cumulative risk of a GI
complication (hospitalization for GI hemorrhage or peptic ulcer disease, or claim for
associated services) within 180 days of treatment initiation. The study was performed in the
Pennsylvania cohort described below. The full study design has been described in other
work.10–12

Example Study 2: APM Initiation and Risk of Short-Term Mortality—In our
second example, we performed a study of initiation of conventional versus atypical anti-
psychotic medications (APMs) to investigate the risk of short-term mortality, often
occurring as a consequence of arrhythmias.13–17 We defined outcome as the cumulative risk
of death from any cause within 180 days of treatment initiation. The study was performed
twice, once each in the British Columbia and Pennsylvania cohorts described below. As
above, the full study design has been described in other work.12,18,19

British Columbia and Pennsylvania Cohorts—We studied two cohorts of patients
≥65 years who initiated treatment with the study drugs. The first cohort was drawn from
participants in Pennsylvania’s Pharmaceutical Assistance Contract for the Elderly (PACE), a
drug assistance program for the state’s lower-income seniors, from the years 1994 to 2003.
The second cohort was drawn from all residents of British Columbia (BC) ≥ 65 years old
who initiated therapy between 1996 and 2004.

Measured Patient Characteristics & Subgroups—In each cohort, we measured age
and gender, and among the PA patients, race. We also measured approximately 25 important
confounders identified from previous studies that were recorded in the 180 days prior to the
study exposure. These included comorbidities, prior medications, and health services
utilization factors, and are displayed in Supplemental Tables S1a–S1c. Drug usage was
measured from pharmacy claims data, while services and diagnoses were measured from
claims submitted by medical offices and hospitals. We used these measured characteristics
in each cohort to create our propensity scores.

In each case, we created five subgroups: men, women, patients aged < 75, patients aged ≥
75, and a high-risk subgroup. In the NSAID study, this high-risk subgroup were patients
with a history of GI disorders. In the APM study, the high-risk subgroup were patients with
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a history of cerebrovascular disease, myocardial infarction (MI), or any recorded
arrhythmias. We expected some effect measure modification among the groups due to
variation in the baseline risk and other factors.

Statistical Analysis—We estimated propensity scores with logistic regression models in
which exposure was the dependent variable and all of the studies’ measured confounders
were the independent variables. We estimated the PSCOH both without interactions (equation
[1]) and with interactions among key confounders and effect modifiers (equation [2]), and
did the same within each subgroup to estimate PSSS (equation [3] for the PSSS without
interactions). In the NSAID study, the models with interactions included the 13 two-way
interactions among age and gender with each of: history of GI hemorrhage; prior use of
warfarin, corticosteroids, or gastroprotective drugs; and Charlson score.20 In the APM
studies, we included all two-way interactions among age and gender with each of: history of
MI, heart failure, previous nursing home residence or hospitalization, and race (in PA).

Over the entire cohort and within each subgroup, we estimated four odds ratios and their
95% confidence intervals using logistic regression: (1) unadjusted; (2) age/sex adjusted
outcome models; (3) adjusted by deciles of PSCOH; and (4) by deciles of PSSS. We then
matched both on PSCOH and PSSS, and calculated treatment effect estimates in the two
matched cohorts. Finally, we did a third matched analysis in which we matched on PSCOH
but only kept matched pairs in which both patients appeared in the subgroup. Matching was
performed with the 1:1 Nearest Neighbor matching algorithm provided in our
Pharmacoepidemiology Toolbox (http://www.hdpharmacoepi.org).

With the estimated odds ratios, we computed our primary outcome measure Δβ̂X, defined as
the difference in the observed log odds ratio in each subgroup adjusting for or matching on
PSCOH versus PSSS. We also recorded a summary measure of balance among the treatment
groups, the Mahalanobis distance.21 Lower distances indicate better balance.

Simulation Analysis
We undertook a simulation analysis to test certain important scenarios in a controlled
environment: rare outcomes, small subgroups, strong confounding, strong confounder/
treatment interactions, and strong confounder/confounder interactions within the propensity
score.

Simulation Framework—We began each simulation run by creating 10 dichotomous
confounders (Ci) with a randomly-chosen prevalence P(Ci) of between 5 and 25%, in
increments of 5%. All simulation parameters are summarized in Table 1. We then created a
model of exposure (X); frequency of exposure depended on the confounders and an
interaction between confounders 1 and 2:

[4]

This model reflected the true propensity for treatment.

The baseline prevalence of exposure β0 was randomly set to either 25% or 50%. To simulate
confounding from weak to strong, the βCi were chosen randomly with values selected from
log(1.5) to log(4.0), in increments of 0.5. To simulate a combination of positive and negative
confounders, half of the selected values were inverted. βPS−INT was simulated to either be
absent or strong, with a value either of log(1.0), or of log(3.0) to log(5.0) in increments of
0.5.
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We then created a population of 10,000 patients with X ~ B(Pr(X)). In this population, we
created a model for outcome with average event frequency (λ):

[5]

The baseline rate of the outcome γ0 was randomly chosen from rare (0.01 or 0.10 events per
unit of person-time) to frequent (0.25 or 0.50 events per unit of person-time). As above, the
γCi were chosen randomly like the βCi, and γTX−INT was chosen as was βPS−INT. γX, the
treatment effect, was chosen as log(1.0) to log(5.0), in increments of 1.0. We then simulated
count outcomes (Y) with Y ~ Poisson(λ).

Statistical Analysis—In each of 10 million simulation runs, we estimated the sample
propensity scores 3 ways. We first estimated PSCOH in the entire study cohort (equation [1]),
and then PSSS among our subgroup of interest, the simulated patients with C1 = 1 (equation
[3]). To test whether proper specification of the PS model was important, we further
estimated a misspecified propensity score, PSCOH−MS, which did not include the within-
propensity interaction term (equation [2]).

Using Poisson regression, we then estimated the rate ratio (RR) in the subgroup of patients
with C1 = 1, adjusted separately by each of the 3 propensity scores. We also estimated the
RR by adjusting by the simulated population’s true propensity for treatment. As in the
empirical analysis, we considered the RR adjusted by PSSS by to be the referent standard. To
reduce computation time, we entered a continuous value of the PS in the outcome model
rather than using deciles or matching.22

As in the empirical analysis, our primary outcome measure Δβ̂X was the absolute difference
in observed treatment effect β̂X in the subgroup of interest after adjusting for PSCOH versus
PSSS. In each simulation run, we computed Δβ̂X as well as the percent difference in the
observed point estimates. Over pre-specified groups of runs, we recorded the minimum,
maximum, median and the interquartile (IQ) range of these two measures. We also
computed two secondary outcomes: the median differences between (1) the point estimates
after adjusting for PSCOH versus the true propensity for treatment and (2) PSSS versus the
true propensity for treatment.

Finally, to distinguish which simulation parameters may have had a meaningful effect on
Δβ̂X, we ran a linear regression model in which we predicted Δβ̂X as a function of the
selected values of β0, γ0, P(C1,2,3), βCi, γCi, βPS−INT, γTX−INT, and γX.

The simulations were run on Amazon’s Elastic Cloud Computing (Seattle, WA), and the
data analyzed on a IBM Netezza (Marlborough, MA) data warehouse appliance. Tableau
Software (Seattle, WA) was used for visual analysis and figures.

RESULTS
Empirical Analysis

The three empirical cohorts had n=42,565 (BC APM study), 46,659 (PA APM study), and
49,711 (NSAID study) patients (Tables S1a–S1c in the Supplement). When stratified by
quintile of PSCOH, the propensity score estimated in the entire cohort, there was reasonable
balance among measured patient characteristics within each quintile. As an example, in the
first quintile of the NSAID cohort (Table S1a), mean age was 73.7 years among the coxib
users and 73.4 years among the ns-NSAID users; in the fifth quintile, mean age was 83.3
years versus 83.5.
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In the empirical analyses, Δβ̂X, the difference in the subgroup treatment estimates, ranged
from 0% to 9% (rows labeled “Difference”, Tables 2a–2c). The highest figures were
observed in the British Columbia APM cohort (Table 2c) in the high-risk subgroup (8.7%
difference) and age < 75 subgroup (7.7% difference). These were the two smallest
subgroups in this study and had the fewest outcomes. The analyses matched on PSCOH
showed larger values of Δβ̂X; differences were generally from 0% to 15%. The analyses
matched on PSCOH in which matched pairs were kept only if both patients were in the
subgroup showed the largest values of Δβ̂X; these values were generally 0% to 20%, but in
one case in the NSAID study Δβ̂X exceeded 40%. When matching on PSCOH rather than
PSSS, the Mahalanobis distance generally grew, indicating less balance between the
treatment groups.

Values of Δβ̂X were far larger (0% to 25%) when the propensity score did not include key
interaction terms and was thus misspecified (Tables S2a–S2a).

Simulation Analysis
Over 10 million simulation runs (Table 3 and Figure 1), we observed a median difference
Δβ̂X in the log rate ratio observed after adjusting by PSSS versus that observed after
adjusting by PSCOH of 3.4%, with an IQ range of 1.3% to 10.0%. On an absolute scale the
median Δβ̂X was small (0.040, IQ range 0.018 to 0.075); if a study’s true RR were 1.00, the
median Δβ̂X would equate to an observed RR of 1.04.

For the correctly-specified PS models, the largest values of Δβ̂X were in simulation runs in
which the number of exposed outcomes in the subgroup was 10 to 25 (median 5.9%, IQ
range 2.0% to 17.2%); the figures were similar for ≤10 outcomes and 25 to 50 outcomes,
and for expected subgroup sizes of 500. With ≥50 outcomes, the upper bound of the IQ
range was 7.8%. There were also relatively large median percentage differences in cases
where there were ≤750 exposed outcomes in the entire cohort (approximately 5%).
Simulations runs with ≥750 exposed outcomes showed the among the smallest Δβ̂X (median
2.5%). Varying the baseline exposure prevalence (β0), baseline outcome event rate (γ0),
strength of the treatment effect (γX), within-PS interaction (βPS−INT), confounder strength
(βCi and γCi), and treatment interaction strength (γTX−INT) did not change the size of the
difference; these differences ranged from 2% to 4% in all cases.

The misspecified PS models (Table 3 and Figure 1) showed larger differences both overall
(median 8.1%, IQ range 3.0% to 22.7%) and in all specific cases. For example, in cases with
25–49 exposed outcomes in the subgroup, the median difference in the correctly-specified
model was 5.4%, versus 11.5% in the misspecified models. We observed that the difference
in the estimate after adjusting for PSSS versus the known true propensity (left columns of
Table S3) was generally larger than the difference after PSCOH versus adjusting for the
known true propensity (right columns). Across all simulation runs, the median difference
was 3.9% in the former case and 1.7% in the latter.

In the regression of the simulation parameter values on Δβ̂X, among all simulation runs, the
parameters that yielded a change in Δβ̂X > log(1.001) were the prevalence of the C1
subgroup indicator and γ0, the baseline outcome rate.

DISCUSSION
Propensity score theory predicts that a PS estimated in a full cohort should remain valid
within a subgroup analysis, given that the score correctly reflects the underlying propensity
and that the cohort and subgroup are of sufficient size.8 In this paper, we examined whether
this theory held true in common epidemiology and pharmacoepidemiology settings by
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applying both empirical and simulation approaches. In our empirical analyses of 3 cohorts of
patients, we generally observed small differences (< 10%) in the log odds ratio when a the
full-cohort PS was applied to a subgroup analysis. The differences were larger in cases with
small subgroups or few exposed patients with outcome events. The simulation analyses
confirmed and extended the empirical observations. Except when there were few outcome
events, the log rate ratios we observed were substantially similar using the two propensity
scores; the vast majority of simulation runs showed a small absolute difference and a <10%
relative difference. Based on our observations, we believe that a propensity score estimated
in a full cohort, while perhaps not ideal, can be applied to most subgroup analyses. Some
caution is warranted in cases of few outcome events or small subgroups.

As expected, our observations also showed that incorrect specification of PS models often
leads to biased treatment effect estimates, but specification of PS models is an issue that
may be underappreciated by epidemiologists. In an informal survey of the PS literature, we
found few studies that included within-PS interaction terms, even though it is easy to
conceive of clinical situations in which a doctor may alter her choice of treatment based on a
combination of patient factors. When we removed the interactions and thus misspecified our
PS models, the difference between the models adjusted by PSCOH versus PSSS was
consistently larger. Checking that estimates do not vary as interactions are added to or
removed from PS models may be a way to gauge whether the PS has been correctly
specified.

Our study benefitted from making use of both actual patient data and a comprehensive
simulation. However, with respect to the empirical analyses, a fuller exploration of potential
within-PS interactions may have been illuminating; we chose to use strong, easily-observed
covariates such as age, gender, and disease risk as a basis for interactions on the theory that
these are the issues a physician would most readily consider when making treatment
choices. The simulation analysis’ results may have been limited by our choice to adjust for
the PS directly – rather than decile of PS or PS-matching – although in common situations,
multiple studies have shown little meaningful difference in the different modeling
approaches.22,23

With the number of complex, distributed and repeated studies on the rise, particularly in the
area of the comparative safety and effectiveness of medications, methods to reduce studies’
logistical and analytic challenges are key. One such question has been how to best obtain a
fully-adjusted estimate in a subgroup when only a cohort-wide propensity score is available.
We observed that if the cohort-wide propensity score is correctly specified, estimates of a
subgroup’s treatment effect will likely be valid when the subgroup is of reasonable size and
that differences, while present, were generally small. In the end, modeling the full cohort’s
propensity score correctly affected validity far more meaningfully than did choice of cohort-
wide or subgroup-specific score.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Simulation Results: Difference in the log of the observed rate ratio after adjusting by PSCOH
versus PSSS. The thick bars indicate the median; the thinner bars indicate the minimum, first
quartile, third quartile, and maximum.
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TABLE 1

Explanation of simulation parameters and other symbols.

Parameter Explanation Range of values

X Dichotomous exposure 0 or 1

Y Count outcome ≥0

Ci Ten dichotomous confounders 0 or 1

P(Ci) Prevalence of confounder i 5% to 25% in increments of 5%

β0 Baseline exposure prevalence 25% or 50%

βCi Strength of the confounder-exposure association log(1.5) to log(4.0) in increments of 0.5

βPS−INT Strength of the C1 by C2 within-PS interaction log(1.0)
log(3.0) to log(5.0) in increments of 0.5

γX Treatment effect log(1.0) to log(5.0) in increments of 1.0

γ0 Baseline outcome rate 0.01, 0.10, 0.25 or 0.50 events per unit of person-time

γCi Strength of the confounder-outcome association log(1.5) to log(4.0) in increments of 0.5

γTX−INT Strength of the C1 by treatment interaction log(1.0)
log(3.0) to log(5.0) in increments of 0.5

PSCOH Propensity score estimated in the entire cohort 0 to 1

PSSS Propensity score estimated in the subgroup 0 to 1

a Number of exposed outcomes in the entire cohort As observed

aC1=1 Number of exposed outcomes in the subgroup of C1 =1 As observed
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