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Abstract
We used the second-generation mining minima method (M2) to compute the binding affinities of
the novel host-guest complexes in the SAMPL3 blind prediction challenge. The predictions were
in poor agreement with experiment, and we conjectured that much of the error might derive from
the force field, CHARMm with Vcharge charges. Repeating the calculations with other
generalized force-fields led to no significant improvement, and we observed that the predicted
affinities were highly sensitive to the choice of force-field. We therefore embarked on a systematic
evaluation of a set of generalized force fields, based upon comparisons with PM6-DH2, a fast yet
accurate semi-empirical quantum mechanics method. In particular, we compared gas-phase
interaction energies and entropies for the host-guest complexes themselves, as well as for smaller
chemical fragments derived from the same molecules. The mean deviations of the force field
interaction energies from the quantum results were greater than 3 kcal/mol and 9 kcal/mol, for the
fragments and host-guest systems respectively. We further evaluated the accuracy of force-fields
for computing the vibrational entropies and found the mean errors to be greater than 4 kcal/mol.
Given these errors in energy and entropy, it is not surprising in retrospect that the predicted
binding affinities deviated from the experiment by several kcal/mol. These results emphasize the
need for improvements in generalized force-fields and also highlight the importance of systematic
evaluation of force-field parameters prior to evaluating different free-energy methods.
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INTRODUCTION
Accurate computational models of biomolecular recognition are needed to speed the
discovery and design of new drugs.1 However, it is difficult to test computational models for
biomolecules, because of their size and complexity. Many of the physical forces involved in
protein-ligand binding, including non-covalent interactions (van der Waals and
electrostatic), hydrogen bonding, and solvation (or desolvation) of the ligand and receptor
binding site, are also operational in host-guest systems, and the binding of these small
systems are governed by the same laws of statistical mechanics.2–4 Unlike protein-ligand
systems, host-guest systems are small in size (a few hundred atoms, typically) and have
fewer soft degrees of freedom, so it is easier to achieve adequate sampling of the
conformational space and hence well-converged thermodynamic properties.5 Owing to their
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computational tractability, host-guest systems make excellent model systems for validating
the accuracy of different energy models, or force-fields, solvation models, and free-energy
methods used in computing binding affinities. Furthermore, they are valuable in
understanding the consequences of simplifying assumptions used in different free-energy
methods, such as single vs. multiple conformations, harmonic approximation of potential
energy wells, and implicit vs. explicit solvent. Studies of host-guest binding therefore have
potential to deepen our understanding of the physical chemistry of binding.

The SAMPL3 blind prediction challenge of host-guest binding affinities presents an
excellent opportunity to test the current state of the field. We used our second-generation
mining minima (M2) method to predict the binding affinities for a series of novel host-guest
pairs. Significant deviations between the predicted and experimental affinities prompted us
to systematically investigate the source of these errors. Since the predicted affinities proved
highly sensitive to the choice of force-field, we hypothesized that the errors relative to
experiment stemmed primarily from the inaccuracy of the available force-field energy
models. This seemed particularly plausible because the force fields for molecules other than
proteins and nucleic acids -- so-called generalized force fields – are, arguably, not yet as
well-optimized as those for biomolecules.

We tested this hypothesis by comparing the interaction energies computed with various
force-fields with those obtained from a reference semi-empirical quantum mechanical (QM)
model, for complexes constructed from small fragments that were derived from the host and
3 guest molecules in the SAMPL3 dataset. In addition, we compared the interaction energies
of the various host-guest complexes in representative conformations. Furthermore, to assess
the range of errors to be expected from the entropic component of the free energy, we
compared the vibrational entropies of the hosts, guests, and complexes obtained from
classical and QM calculations. This study was made possible in large part by the efficiency
and demonstrated accuracy of the PM6-DH2 semi-empirical approach.6 The results shed
light on the accuracy of several commonly used generalized force-fields, and emphasize the
need for a systematic investigation of a force-field prior to its use for a molecule of interest.

MATERIALS AND METHODS
Mining minima

Host-guest binding affinities were computed with the second-generation mining minima
(M2) method,7 available for download from
http://pharmacy.ucsd.edu/labs/gilson/software1a.html. The M2 method is described in detail
elsewhere,7–9 and so is only briefly summarized here. Binding affinities are determined from
the standard chemical potential (μo) of host, guest, and their complex, using the equation,

The standard chemical potential of a molecule in solution is approximated as a sum over
many local energy minima, based on the predominant states approximation,10 given by the
equation
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where R, T, Co, E(r), and Zi are, respectively, the gas constant, the absolute temperature, the
standard concentration, the potential energy as a function of the internal coordinates r, and
the configuration integral over the internal coordinates r in energy well i. The potential
energy of the molecule is calculated using an empirical force-field energy model, while
solvent effects are accounted for using a continuum solvation model. The Generalized-Born
(GB) solvation model is used during conformational search due to its efficiency,11 and the
final solvation free energies are corrected towards Poisson-Boltzmann/surface-area (PBSA)
solvation model,12, 13 computed for a single representative conformation for each potential
energy well using the UHBD program.14 Local energy minima conformations are identified
with the Tork search algorithm,15 and duplicate conformations are eliminated based on root
mean squared distance and using a symmetry-aware algorithm, to prevent double
counting.16 Local configuration integrals are computed using the Harmonic Approximation/
Mode Scanning (HA/MS) method.9 All free-energy calculations used the same default M2
parameters.

Starting structures of the host and guest molecules were those provided in the SAMPL3
dataset. The molecules were protonated at pH 7.4 using Avogadro software
(http://avogadro.openmolecules.net/), without allowing for possible pKa shifts. Initial
parameters for bonded and van der Waals interactions were assigned according to the
CHARMm force-field 17 using Accelrys Discovery Studio Visualizer, while atomic partial
charges were assigned using Vcharge (VC) software.18 Starting structures of host-guest
complexes were constructed by docking the guest molecule in host binding pocket using
Autodock Vina software.19

Gas-phase interaction energies and vibrational entropies
Interaction energies, ΔE = E(complex) − E(molecule1) − E(molecule2), of fragment and
host-guest complexes in the gas phase were computed using the softwares, Macromodel,
version 9.920 (Schrodinger, LLC, NY) (classical force-field), GROMACS 4.021 (classical
force-field) or MOPAC 200922 (semi-empirical QM). Five different classical force-fields,
CHARMm,17 OPLS-2005,23, 24 AMBER*,25, 26 MMFFs,27–29 and MM3*30 were studied,
with the semi-empirical QM model PM6-DH26 serving as the reference model. A dielectric
constant of 1.0 was used for Coulomb interactions, and no distance cut-offs were imposed
for non-bonded interactions, for the force field calculations. Geometries of the complexes
were generated for the fragments shown in Figure 1, which are derived from host and guest
molecules in the SAMPL3 dataset. For each pair of SAMPL3 host-guest fragments, we
performed 1000 steps of low-mode conformational search (LMOD),31 using the OPLS-2005
force-field and Macromodel. We also studied the interaction energies of the most stable
conformations of host-guest complexes obtained during the M2 free-energy calculations.
These lowest energy conformations of fragment and host-guest complexes were further
energy minimized using the PM6-DH2 model, until the normalized energy gradient
converged to 0.001 kcal/mol.Å. The optimized structures were used for computing the
interaction energies at both classical and quantum levels, without any further geometry
optimization, unless noted otherwise.

Vibrational entropies were computed using the rigid rotor harmonic-oscillator (RRHO)
approximation. (See Zhou et al.32 for a detailed discussion of configurational entropy and
RRHO approximation.) Briefly, the starting structures were energy minimized with a tight
convergence criterion and normal mode frequencies of the 3N-6 vibrational degrees of
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freedom were computed from the eigenvalues of the Hessian. Vibrational entropy was then
computed from the normal mode frequencies using the equation,

where R is the gas constant, β = 1/RT, T is the absolute temperature, and ωi is the angular
frequency of ith mode. Normal mode frequencies were computed using Macromodel or
GROMACS 4.0 for classical force-field and MOPAC 2009 for semi-empirical QM model.
All interaction energy and entropy calculations were performed in the gas phase, to avoid
additional complications with the different solvation models used in quantum and classical
calculations.

RESULTS
M2 binding affinity predictions

Binding affinities of SAMPL3 host-guest complexes computed using various empirical
force-fields are shown in Figure 2. The corresponding error statistics are summarized in
Table 1. The submitted predictions based on CHARMm force-field with Vcharge charges
showed disappointing agreement with experiments. While 4 out of 11 complexes were
predicted within kcal/mol of the experiment, the mean and root-mean-square (RMS) errors
of the predictions were 5.2 and 6.5 kcal/mol, respectively, with a maximum error of 13.3
kcal/mol for host1/guest6 complex. Moreover, linear regression of calculation against
experiment showed very poor correlation.

One potential source of error is uncertainty in the protonation states of some of these
molecules. Although we performed all our calculations with standard protonation states for
the ionizable groups involved at pH 7, there may in reality be significant pKa shifts relative
to the standard values. This is particularly true for host1, which has 4 carboxylic groups in
close proximity to each other; and several of guests have ionizable groups whose
protonation states might conceivably change on binding. The importance of ionization on
the computed results is exemplified by the large difference in binding affinity of the host1/
guest4 complex when computed with different charge states for the guest: the predicted
affinity of this guest with the aniline group deprotonated (the preferred state at pH 7 based
on the standard pka of the aniline group) was +9.4 kcal/mol, whereas in the protonated state,
it was −13.7 kcal/mol. On the other hand, there is little or no uncertainty in the charge states
of host2 (Cucurbit[7]uril) and host3 (Cucurbit[8]uril) and their guests studied here, but the
corresponding predicted affinities still deviated significantly from experiment, and indeed
were negatively correlated.

We therefore conjectured that the computational errors might result in large part from
inaccuracies of the force-field. To examine this hypothesis, we computed the binding
affinities of all the host-guest systems using three additional energy models: CGenFF33

(academic CHARMM) with Vcharge charges, OPLS-2005 with default charges provided by
the program Macromodel, and OPLS-2005 with Vcharge charges. As shown in Figure 2 and
Table 1, these calculations did not show significant improvement. Although the predicted
affinities using CGenFF and OPLS force-fields were positively correlated with experiment,
the correlation coefficients were still low, and the mean errors increased to the 5 – 8 kcal/
mol range, compared with 3.9 kcal/mol in our original submission (Table 1). Interestingly,
binding affinities computed using the OPLS-2005 force-field with Vcharge charges deviated
significantly from those computed using the same force-field with default charges assigned
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by Macromodel, indicating that the choice of charge model can significantly influence the
predicted binding affinities.

It is also worth noting that the various force fields provided quite different predictions. Thus,
standard deviation of the computed affinities among the different force-fields was 7.5 kcal/
mol, indicating high sensitivity of the predictions to the choice of energy model. We
examined the origins of these differences by using the ability of the M2 method to provide a
breakdown of the binding free energy into contributions from van der Waals (vdW),
Coulomb, valence energy (bonds, angles and dihedrals), solvation, and configurational
entropy. We found that, although the Coulomb energy and polar solvation energy of each
host-guest system showed high standard deviations, 24 and 27 kcal/mol, respectively, across
the various force fields, the standard deviation of the total electrostatic energy was only 5.2
kcal/mol, indicating significant cancellation between the Coulomb and polar solvation
terms. On the other hand, the standard deviations of vdW and valence energies were 7.1 and
5.2 kcal/mol, respectively. Together, the deviation of total potential energy and entropy were
6.2 kcal/mol and 5.6 kcal/mol, respectively, contributing to the significant spread of the
binding affinities predicted with different force-fields. We also observed that host2 preferred
inclusion complexes with CHARMm and CGenFF force-fields, but exclusion complexes
with OPLS-2005; these different conformational preferences presumably contribute to the
overall sensitivity of the computed binding free energies to the choice of force field.

Force-fields vs. quantum mechanical reference calculations
Given the high sensitivity of the binding affinity predictions to the force-field and a lack of
clarity whether other generalized force-fields (e.g. AMBER, MMFF) would prove any
better, we sought a basis for more reliable reference energy calculations. Based on recent
improvements in semi-empirical QM approach, we identified the PM6-DH26 model as a fast
and accurate model to validate the accuracy of force-fields, and compared interaction
energies and vibrational entropies with various force fields to those obtained with PM6-DH2
for molecules and representative fragments drawn from the host-guest systems in this
SAMPL3 dataset. Here we include a wider range of force fields than considered above, now
including AMBER*, MMFFs, and MM3*, with Macromodel assigned partial charges.
Overall, as summarized in Figure 3 and Tables 2 & 3, the interaction energies of fragment
and host-guest complexes in gas phase computed with the force-fields considered here show
significant deviations from those obtained with the reference PM6-DH2 model. The
following subsections discuss a first set of comparisons in which force field energies were
computed for conformations energy-minimized in the quantum potential energy surface,
followed by a second set of comparisons in which the quantum energy-minimized structures
were reminimized with the respective forcefields before comparing. A third subsection
compares entropies computed on the quantum and force field energy surfaces.

Structures energy-minimized on the quantum-mechanical energy surface
When we compare quantum and force field energies for conformations energy-minimized on
the quantum mechanical energy surface, the mean errors in interaction energies for the
fragment complexes are consistently greater than 3.0 kcal/mol, and the deviations are
generally larger for more tightly-bound complexes (ΔE < −10 kcal/mol), much as observed
in previous studies.34, 35 Interestingly, the force fields underestimate the interaction energies
in nearly all cases. The closest agreement with the reference quantum calculations (mean
error 3.4 kcal/mol) are for the CHARMm/VC model used in our SAMPL3 submission.
AMBER* performed similarly, with a mean error of 3.9 kcal/mol. On the other hand,
OPLS-2005, MMFFs, and MM3* show slightly larger errors, on average. Complexes
involving imidazolium incur some of the largest errors, always exceeding 9 kcal/mol.
(Imidazolium could not be parameterized with MM3* and so we could not compute the
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interaction energies of imidazolium complexes with this force field and the statistics provide
here should be interpreted with this in mind). Other complexes that show large errors (> 5
kcal/mol) include pyridine, methyl benzoate, acetamide, and aniline.

Interaction energies computed for bound complexes of the present host-guest complexes
deviate from the reference quantum calculations by several tens of kcal/mol, but still
correlate well. Much as for the fragment complexes, the force fields tend to underestimate
the interaction energies. However, the errors vary drastically between force fields for these
host-guest complexes, in contrast with the fragment complexes. The CHARMm/VC model
shows the lowest mean error, along with a very high correlation, while the mean errors are
particularly high for OPLS-2005 and AMBER*, with the host1/guest3 interaction energies
provided by these models deviating from the quantum result by more than 160 kcal/mol.
These were somewhat surprising results, because both MMFF and MM3* yielded larger
errors than AMBER* for the fragment complexes.

Structures re-minimized on the force-field energy surfaces
We then tested whether energy-minimizing the host-guest conformations on the various
force field potential energy surfaces would improve the agreement of the respective force
field energies with the quantum energies minimized on the quantum energy surface. We first
compared the geometries of the quantum-minimized structures to the respective force-field
optimized structures. For the host1 systems, the root-mean-square deviations (RMSD) of the
force-field optimized structures with respect to the quantum-optimized structures are greater
than 2.0 Å (Table 3), indicating significant structural deviations (see example in Figure 4.).
However, the RMSDs of the host2/3 systems are less than 1.0 Å for most force-fields (Table
3). We further compared the interaction energies of the host-guest complexes in their
respective force-field optimized geometries to the interaction energies computed with the
quantum model. Although the deviations from quantum are lower than they were for the
quantum-minimized conformers (see prior paragraph), the mean unsigned error is still
greater than 16 kcal/mol. If we exclude the host1 systems from this comparison, because of
their relatively large structural deviations, we still obtain MUE and RMSE values of over 12
kcal/mol and 13 kcal/mol, respectively, for the host 2 and host3 systems, despite the fact that
their force-field minimized conformers are quite similar to their quantum minimized
conformers. Interestingly, whereas the interaction energies computed using force-fields for
the quantum-minimized structures were consistently unfavorable compared to the interaction
energies computed using the quantum model (Figures 3A,B), no such trend was observed
when using the force-field minimized conformations (Figure 3C).

Thus, optimization on the quantum energy surface places the system in conformations that
are relatively unfavorable on the force-field energy surfaces. Re-minimizing these
conformers on the respective force field energy surfaces significantly lowers their force-field
energies and, for the relatively flexible host 1, shifts their conformations. The deviations
between force field and quantum interaction energies improves thereby, but remains
substantial.

Comparison of quantum and force field entropies
To assess the errors arising from the entropic component of the free energy, we computed
the absolute vibrational entropies and binding entropies (difference in absolute entropies) of
SAMPL3 molecules and their complexes, each in a representative conformation energy-
minimized with the respective energy model. These results are shown in Figure 5, and the
corresponding error statistics are summarized in Table 4. On average, vibrational entropies
computed with force-fields deviated from the QM calculations by 20.7 cal/mol.K, or 6.2
kcal/mol at 300 K. In general, the errors increased with the size of the system. Among the
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different force-fields, AMBER* showed the lowest mean error, 14.0 cal/mol.K (4.2 kcal/mol
at 300K), and MMFFs showed the highest mean error, 26.9 cal/mol.K (8.1 kcal/mol at
300K). However, the errors in the binding entropies are lower than those in the absolute
entropies, indicating significant cancellation of error. On average, the binding entropy
differences computed with the force fields deviated from the quantum results by 13.0 cal/
mol.K (3.9 kcal/mol at 300K). All the force-fields performed rather similarly in this regard,
with mean errors between 11 and 15 cal/mol.K.

DISCUSSION
Despite encouraging agreement with experiment in prior applications of M2 to host-guest
systems, including one blinded prediction set,7, 36–38 our predictions for the SAMPL3 cases
were quite inaccurate. Some of the error may result from incorrect assumptions about the
protonation states for certain systems, especially those involving host1, with its cluster of
carboxylic acid groups. However, protonation issues are highly unlikely to be the problem
for the host2 and host3 cases. We therefore asked whether the problem might derive from
problems with the force field, and discovered that the results could not be improved by using
several other generalized force-fields. Moreover, the computed binding affinities proved to
vary significantly among the different force-fields tested.

This unclear picture motivated us to use the SAMPL3 host-guest systems, and fragments
thereof, as a basis for evaluating the accuracy of the force field used in our predictions, as
well as several other generalized force fields available for application to these systems. Such
comparisons are facilitated by the recent development of PM6-DH2, a semi-empirical QM
method that has been shown to yield interaction energies within 0.4 kcal/mol of those
obtained with high-level quantum calculations based on coupled-cluster theory,6 on a set of
small-molecule complexes that make hydrogen bonding and dispersion interactions. The
present comparisons revealed, first, that the force field we used for our predictions yields
gas-phase intermolecular interaction energies which differ substantially from the reference
quantum calculations. Therefore, the force field error may contribute significantly to the
prediction error. Approximations inherent in the implicit solvent model and in the
partitioning of the configurational integral into a sum over local energy wells may also have
made a significant contribution.

Interaction energies computed with the other force fields tested also diverged substantially
from the reference quantum calculations. Across all force fields tested, the errors in the gas-
phase interaction energies ranged from 3.2 kcal/mol up to 160 kcal/mol, for the full host-
guest complexes. Errors in interaction entropies, i.e., changes in entropy on binding, were
considerably lower, amounting to about 3–4 kcal/mol at room temperature. The fact that we
found larger energy errors for larger molecules is consistent with concerns recently
expressed by Merz and coworkers regarding the additivity of small errors in interaction
energies.39, 40 Although errors may cancel to favorable effect in some cases, in general, it
clearly is important to use the most accurate possible interaction model.

The errors in interaction energy reported here are significantly larger than those of about 2
kcal/mol previously reported for some of the same force fields, with the S22 and JSCH-2005
benchmarking datasets.34 The latter contain a mix of small-molecule complexes making
hydrogen bonding, π-stacking, and dispersion interactions, that are representative of a
variety of chemical and biomolecular interactions. The fragment complexes studied here are
predominantly dispersion complexes and are slightly larger, which may have contributed to
the larger errors. Interestingly, previous validation studies of the OPLS-AA and AMBER
ff03 protein force-fields, rather than of the generalized force fields used here perforce,
reported mean errors less than 1 kcal/mol relative to reference quantum calculations.35 It

Muddana and Gilson Page 7

J Comput Aided Mol Des. Author manuscript; available in PMC 2013 May 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



thus appears that, although protein force fields have been quite well optimized, there is
considerable room for improvement of generalized force fields. This may be particularly
true for the chemistries represented in the SAMPL3 host-guest systems. It is important to
recognize that there are other force-fields, including GAFF41 and CGenFF33, that we did not
evaluate. On the other hand, the errors observed in SAMPL3 predictions by other groups
using these force-fields hint that they may have similar issues. Overall, the present results
raise concerns regarding the accuracy of generalized force fields in current use for
computer-aided drug design.

It is perhaps not surprising that the problem of force field accuracy appears to be particularly
acute for the many molecules that are not proteins, given that less effort has been put into
such generalized force fields, and that we use them to handle a tremendous variety of
chemistries. On the other hand, it is a nontrivial observation that the simplistic functional
form of today’s standard force fields can yield rather good accuracy when carefully
optimized for proteins; perhaps generalized force fields, too, could be greatly improved by
careful optimization.

Another way forward, at least for relatively small systems like the host-guest complexes
studied here, may be to directly employ semi-empirical quantum methods, like PM6-DH2,
rather than using a force field at all. We are currently investigating this approach for
cucurbituril-guest systems, and will report the results in a separate publication.
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Figure 1.
Chemical fragments derived from the host and guest molecules in SAMPL3 dataset.
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Figure 2.
Predicted binding affinities of SAMPL3 host-guest complexes using different force-field
parameters. Dotted line represents ± 2 kcal/mol range.
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Figure 3.
Interaction energies of fragment (A) and host-guest complexes (B) with quantum optimized
conformations. (C) Interaction energies of host-guest complexes with the force-field
optimized conformations.
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Figure 4.
Superposition of host1 in quantum-minimized conformation (red) and OPLS-2005
minimized conformation (blue), taken from host1/guest7 complex. RMSD between the two
structures is 2.2 Å.
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Figure 5.
(A) Absolute vibrational entropies of hosts, guests, and complexes in SAMPL3 dataset. (B)
Binding entropy differences of host-guest complexes.
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Table 1

Error statistics of computed binding affinities

Linear Fitb

MUE
(kcal/mol)

RMSE
(kcal/mol)

m R2

CHARMm/Vcharge 5.2 6.5 0.39 0.02

   host1 5.9 7.5 1.55 0.24

   host2/host3 3.8 4.1 −1.8 0.80

CGenFF/Vchargea 7.6 9.5 5.19 0.70

OPLS-05a 5.7 6.3 1.22 0.30

OPLS-05/Vchargea 5.2 6.4 1.15 0.16

a
Binding affinities were computed for host2 and host3 systems only.

b
m and R2 are slope and correlation coefficient respectively, obtained from linear regression fitting.
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Table 2

Error statistics for interaction energies of fragment complexes

Linear Fita

MUE
(kcal/mol)

RMSE
(kcal/mol)

m R2

OPLS-2005 5.1 6.8 0.27 0.18

AMBER* 3.9 5.2 0.43 0.47

MMFFs 6.5 7.0 0.81 0.70

MM3*b 5.3 5.8 0.40 0.52

CHARMm/VC 3.4 5.2 0.29 0.30

a
m and R2 are slope and correlation coefficient respectively, obtained from linear regression fitting.

b
MM3* calculations do not include imidazolium containing complexes. MUE: mean unsigned error. RMSE: root-mean-squared error.
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Table 4

Error statistics of absolute and binding vibrational entropies

Linear Fita

MUE
(cal/mol.K)

RMSE
(cal/mol.K)

m R2

Vib. entropy

   OPLS-2005 24.7 30.2 0.90 0.99

   AMBER* 14.0 19.2 0.95 0.99

   MMFFs 26.9 32.4 0.90 0.99

   MM3*b 17.4 23.7 0.93 0.99

   CHARMm/VC 33.0 41.1 0.87 0.99

Binding entropy

   OPLS-2005 11.6 15.2 0.28 0.05

   AMBER* 14.9 18.1 0.28 0.04

   MMFFs 14.1 16.8 0.57 0.19

   MM3*b 11.3 14.9 0.55 0.16

   CHARMm/VC 13.6 16.2 0.61 0.15

a
m and R2 are slope and correlation coefficient respectively, obtained from linear regression fitting.

b
MM3* calculations do not include imidazolium containing complexes.
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