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Depudecin makes a debut
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Although first identified as the product of sour grapes (acetum,
vinegar), acetate recently has proven to be a sweet harvest for
biologists interested in transcriptional regulation. Over the
past few years, a congruence of many separate lines of
investigation has revealed that acetylation of chromatin is
likely to play a key role in gene regulation in eukaryotes, from
yeast to mammals (reviewed in refs. 1–4). Indeed, acetate
appears to serve as a molecular fulcrum by which chromatin
structure is levered open and closed by transcription factors
and thereby may contribute to the changes in gene expression
that distinguish neoplastic from normal cells. Intriguingly, the
crucial role of acetate in gene regulation may have been
exploited by microorganisms long before these processes were
evident to researchers: a number of microbial products appear
to target the acetylationydeacetylation pathways that are
critical for proper gene regulation and normal cell function (5).

These themes are underscored in the paper in this issue of
the Proceedings by Kwon and colleagues (6). This work grew
out of an approach rooted in the beginnings of pharmacology:
the mass screening of natural compounds for medically useful
functions. One product of this screening approach was de-
pudecin, a compound isolated from the fungus Alternaria
brassicicola and identified by its ability to induce the morpho-
logical reversion of oncogenically transformed NIH 3T3 cells
(7). Kwon et al. sought to identify the molecular target(s) of
this potential anti-tumor drug; they now provide evidence that
depudecin belongs to an expanding group of pharmaceuticals
that operate, at least in part, by inhibiting histone deacetylases.
Several lines of evidence are provided: (i) depudecin can
compete for binding to the same cellular targets as trapoxin,
a known inhibitor of histone deacetylases, (ii) depudecin
inhibits histone deacetylases in vitro, and (iii) treatment of cells
with depudecin leads to histone hyperacetylation in vivo. This
work, taken as a whole, provides a plausible molecular basis for
the actions of depudecin, and suggests, if somewhat more
tentatively, that changes in gene expression lie behind the
morphological reversion induced in transformed fibroblasts by
depudecin.

These observations on the actions of depudecin coincide
with a recent revival of interest in histone modification as an
effector of eukaryotic transcriptional regulation. It has long
been recognized that histones in transcriptionally active chro-
matin tend to be hyperacetylated, whereas silent chromatin
generally is associated with histone hypoacetylation (1–4).
However, these observations have gained new immediacy from
revelations that many transcriptional activators can physically
interact with cofactors that are histone acetyltransferases and
that the ability to recruit these histone modifying enzymes is
closely intertwined with the ability of the transcription factor
to activate gene expression (reviewed in refs. 1–4). Transcrip-
tional cofactors that possess histone acetyltransferase activity
include the p300yCBP transcriptional integrator, the SRC-1
family of nuclear hormone receptor coactivators, the pyCAF
cofactor, and the TAFII250 component of general transcrip-
tion factor TF-IID (8–12). This apparent camaraderie between

transcriptional activators and histone acetyltransferases can
approach an obsession: the nuclear hormone receptors, for
example, are potentially able to recruit not just one, but all
four, of the histone acetyltransferases listed above. Providing
a pleasing conceptual symmetry is the observation that many
transcriptional repressors are associated with histone deacety-
lases (reviewed in refs. 2, 4, and 13). Thus, gene expression may
be regulated through a balance between histone acetylation
and deacetylation, with inhibitors of histone deacetylases, such
as depudecin, able to shift the chromatin equilibrium toward
acetylation.

How might histone acetylation and deacetylation actually
influence transcription? Prevailing wisdom suggests that acet-
ylation of the N termini of certain core histones can lead to an
‘‘opening’’ of the chromatin structure, thereby increasing
access of the DNA to the general transcriptional machinery
and increasing transcriptional initiation rate (Fig. 1; refs. 1–4
and 13–18). Many predictions of this conceptual view are
consistent with actual experimental observations. Hyperacety-
lated chromatin generally is more accessible to probes of DNA
structure than is hypoacetylated chromatin, and transcription-
ally active genes often are associated with areas of this more
‘‘open’’ chromatin. However, the devil is in the details, and it
is the molecular details of the term ‘‘open’’ that remain
demonically resistant to experimental dissection. The ‘‘open’’
state of chromatin induced by acetylation is not inevitably
manifested as an overt change in nucleosome occupancy, but
is often an amalgamation of more subtle changes in nucleo-
some structure and higher order packing; these delicate
changes in chromatin structure can be at the borderline of
resolution of the techniques currently available to dissect these
phenomena. Adding to the complexity is the fact that acety-
lation can occur on different histones and at different sites
within the same histone, presumably each with different
consequences in terms of transcriptional regulation (1–4, 19).
Clearly much work must still be done to elucidate the manner
in which these changes in histone acetylation are manifested in
the chromatin architecture and how these changes are inter-
preted by the transcriptional machinery.

It also must be noted that acetylation of chromatin is
unlikely to be the sole determinant of transcription regulation.
Many transcription activators interact not only with histone
acetyltransferases, but also with components of the general
transcriptional machinery itself, and thus may contribute to
transcriptional activation by direct recruitment of a preinitia-
tion complex to the target promoter (reviewed in ref. 20).
Indeed, histone acetyltransferases and deacetylases themselves
may have physiological targets beyond the limits implied by
their nomenclature; CREBP binding protein, for example, can
acetylate the p53 transcription factor, not just histones, in an
manner that significantly enhances the DNA binding proper-
ties of p53 (21). It is also far from established that acetylation
is invariably associated with transcriptional activation and that
deacetylation is inevitably inhibitory; inhibition of histone
deacetylase, for example, has different effects on different
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target genes, with defects observed in both transcriptional
repression and activation (1–4). In summary, it appears likely
that both activation and repression operate through multifac-
eted mechanisms involving alterations in the chromatin tem-
plate and interactions with the general transcriptional machin-
ery itself. Different mechanisms likely will predominate on
different promoters and in different cellular contexts.

To return to the depudecin story: how might inhibition of
histone deacetylase by depudecin lead to morphological re-
version of transformed fibroblasts? The canonical view would
be that a change of gene expression is involved, perhaps
through activation of a set of previously repressed genes. This
notion is consistent with indications that the anti-transforma-
tion effects of depudecin require de novo mRNA and protein
synthesis. Kwon et al. (6) go further to propose a specific
candidate as a possible target of depudecin action: the gene for
gelsolin, a calcium-dependent actin filament severing and
capping protein. Histone deacetylase inhibitors induce gelsolin
expression (22), and perhaps more provocative, Kwon et al.
allude to data indicating that microinjection of antibodies to
gelsolin can prevent the morphological effects of these histone
deacetylases. Much remains to be established, of course. Are
changes in gene regulation sufficient, as well as necessary, for
depudecin-mediated morphological reversion? Might there be
targets of depudecin in addition to histone deacetylase, par-
ticularly given the relatively high concentrations of depudecin
necessary for deacetylase inhibition, relative to the effective
concentrations of trapoxin or trichostatin A? What other
aspects of the transformed phenotype are influenced by de-
pudecin treatment? Do changes in expression of known on-
cogenes contribute to the depudecin phenotype? We can
expect interesting answers to these questions in the future.

In light of the actions of depudecin on v-rasyv-src trans-
formed NIH 3T3 cells, it is perhaps not surprising that histone
deacetylases also have been implicated in other neoplasias. For
example, the v-erb A oncogene is derived from a nuclear
hormone receptor and acts in retrovirus-induced erythroleu-
kemia by blocking differentiation. The actions of v-erb A in

neoplasia are tightly linked to the ability of this oncoprotein to
recruit a corepressor complex that is believed to include
histone deacetylase activity (23, 24). Analogous links between
corepressorydeacetylase recruitment and oncogenesis, some
tenuous and some more firmly established, also have been
elucidated for the chimeric retinoic acid receptors implicated
in human acute promyelocytic leukemias, and for the BCL-6
oncogene involved in follicular and large-cell lymphomas
(25–28). Inhibitors of histone deacetylases also have been
reported to revert the transformed morphology of a number of
established tumor cell lines (5, 29).

Depudecin’s addition to the pharmacopoeia potentially
contributes to both basic and clinical science. Depudecin
possesses a chemical structure distinct from that of the pre-
viously identified inhibitors of histone deacetylase (trapoxin,
trichostatin A, and sodium butyrate), and therefore depudecin
may exhibit a selectivity toward histone deacetylases distinct
from that of these previously described drugs. If true, depude-
cin, in combination with these other reagents, may be of
significant value for dissecting the roles of specific histone
acetylations in gene regulation. The novel structure of de-
pudecin also is likely to contribute to understanding the
enzymatic mechanisms of action of the deacetylases and may
have unique advantages for therapeutic purposes.

In summary, both researchers and physicians owe a signif-
icant debt to the alchemy of microorganisms, which has
provided an extensive inventory of pharmacologically active
compounds for study of, and for medical intervention in, basic
biological processes. Depudecin joins this inventory of useful
biological tools, and we look forward to the knowledge that will
be discovered in the future with its help.
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FIG. 1. Schematic diagram of the effects of histone acetylation and deacetylation on chromatin structure (red spheres on stalks represent acetyl
groups linked to histones). Gold tone depicts a more “open” structure for acetylated chromatin; this open structure could conceivably be manifested
as changes in nucleosome occupancy (a), changes in the nucleosome conformation (b), changes in internucleosome interactions (c), andyor changes
in higher-order chromatin packaging and structure (d).
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