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Adaptation in dynamic environments depends on the grain, magnitude and predictability of ecological

fluctuations experienced within and across generations. Phenotypic plasticity is a well-studied mechanism

in this regard, yet the potentially complex effects of stochastic environmental variation on optimal mean

trait values are often overlooked. Using an optimality model inspired by timing of reproduction in great

tits, we show that temporal variation affects not only optimal reaction norm slope, but also elevation. With

increased environmental variation and an asymmetric relationship between fitness and breeding date,

optimal timing shifts away from the side of the fitness curve with the steepest decline. In a relatively con-

stant environment, the timing of the birds is matched with the seasonal food peak, but they become

adaptively mismatched in environments with temporal variation in temperature whenever the fitness

curve is asymmetric. Various processes affecting the survival of offspring and parents influence this asym-

metry, which collectively determine the ‘safest’ strategy, i.e. whether females should breed before, on, or

after the food peak in a variable environment. As climate change might affect the (co)variance of environ-

mental variables as well as their averages, risk aversion may influence how species should shift their

seasonal timing in a warming world.
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1. INTRODUCTION
The question of how populations adapt to environments

that are highly variable in time and space has long intri-

gued evolutionary ecologists. A variety of strategies have

evolved that allow organisms to cope with environmental

heterogeneity at different scales, including developmental

homeostasis, niche specialization, phenotypic plasticity

and bet-hedging [1]. In the case of temporal heterogen-

eity, optimal strategies depend critically on three

components: the ‘grain’ of environmental variation (e.g.

daily, monthly, interannual, etc.), the magnitude of fluc-

tuations typically experienced across an individual’s

lifetime, and the predictability of these changes [2,3].

When environments fluctuate predictably, phenotypic

plasticity—the ability of a single genotype to produce

different phenotypes in response to different environ-

mental conditions—is expected to be at a selective

advantage [4–6]. Phenotypic plasticity allows individuals

to ‘match’ their phenotype to shifting selective optima,

but this match is rarely perfect because the correlations

between environmental cues and environment-specific

optima are imperfect. At evolutionary equilibrium, the

degree of plasticity (in a trait or set of traits) therefore
r for correspondence (t.reed@nioo.knaw.nl).

ic supplementary material is available at http://dx.doi.org/
/rspb.2012.0431 or via http://rspb.royalsocietypublishing.org.

27 February 2012
30 April 2012 3161
reflects a compromise between the fitness benefits of phe-

notypically tracking environmental fluctuations and the

fitness costs of responding to imperfect cues [7,8], in

addition to the costs of being plastic per se [9,10].

In general, the greater the time-lag between when an

organism perceives a cue and when the fitness conse-

quences of their responses are determined, the less

informative cues are likely to be [11] and thus optimal

reaction norms should be less steep than expected based

on the fluctuating selection [12]. In the limit where

environmental fluctuations are completely unpredictable

to organisms, optimal reaction norms should be flat (i.e.

no plasticity) and alternative evolutionary outcomes, such

as polymorphisms or bet-hedging, are possible [13–15].

In reality, most natural populations experience

environmental variation that is only partially predictable

and which also might not be constant over time. More-

over, the curve relating expected overall net fitness gain

to trait values (hereafter the ‘fitness curve’) might not

be symmetrical, with potentially important consequences

for optimal trait values in a fluctuating environment [16].

In theoretical studies of adaptation, symmetric fitness

curves are typically assumed for analytical convenience;

for example, Gaussian stabilizing selection about a fixed

or fluctuating optimum [17,18]. For many characters,

however, asymmetric fitness curves might be more likely

than symmetric curves, given that many ecological and

physiological processes affecting fitness are likely to
This journal is q 2012 The Royal Society
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exhibit skewness with respect to key traits [19–21]. For

example, frequency-dependent competition for breeding

territories in migratory birds can result in asymmetric

relationships between reproductive success and arrival

date to the breeding grounds, even though breeding

resources might exhibit symmetric distributions [22]. In

ectothermic insects and lizards, fitness components

often exhibit left-skewed distributions in relation to

body temperatures, where the fitness consequences of

temperatures 58 below the optimum, for example, are

more severe than those 58 above it. This asymmetry, in

combination with fluctuating environmental tempera-

tures, can lead to optimal trait values (e.g. body

temperatures) centred at a temperature below that at

which instantaneous fitness is maximal [20].

In this paper, we focus on a phenological trait (one that

determines the timing of a particular seasonal activity)

and explore whether seasonally fluctuating environmental

conditions in combination with potentially asymmetric

fitness curves can lead to adaptive mismatches between

the phenology of a consumer and that of its resource

(cf. [23]). To do so, we develop a model on the timing

of avian reproduction and the dynamics of a seasonal

resource peak, directly inspired by our work on great tits

(Parus major) and caterpillars (Operophtera brumata and

other lepidopteran species; reviewed in [24]). Avian

timing traits are ideal characters in many ways for under-

standing how organisms make optimal decisions in

variable environments [25]. Individual females often exhi-

bit adaptive phenotypic plasticity in their scheduling of

seasonal activities, such as migration, egg-laying and

feather-moulting, given that seasonal environments

usually provide informative cues that allow phenological

adjustment [26,27].

In woodland passerines such as great tits that rely on

caterpillars to feed their nestlings, females strive to

match the period of maximum nestling energy require-

ments to the seasonal peak in caterpillar abundance

[28]. Caterpillar development is highly temperature-

dependent, with the seasonal peak in caterpillar biomass

being earlier in warmer years [29]. Female birds must

make their ‘decision’ of when to breed several weeks in

advance of the food peak, as gonadal development,

nest-building, egg-laying and incubation all take time.

Photoperiod (day length) acts as the primary environ-

mental cue that ‘sets into motion’ gonadal development

and sexual behaviours early in spring. Seasonal changes

in photoperiod are the same every year at a given latitude,

however, so birds must use supplementary cues such as

spring temperatures to fine-tune their laying dates to

local, year-specific conditions [30,31]. The timing of

avian reproduction and the phenology of prey do not

always respond to environmental fluctuations in the

same way, however; for example, laying dates of great

tits in our Dutch study population respond to tempera-

tures early in spring, whereas caterpillar phenology is

sensitive to temperatures over a longer period that

includes late spring/early summer, after which great tits

have laid their eggs [29]. In highly stochastic environ-

ments, risk-averse strategies (e.g. late laying in relation

to the seasonal food peak) might be selected if environ-

mental cues such as spring temperature correlate poorly

with the fluctuating food peak, particularly if the risks

of reproductive failure early in the season are high, as
Proc. R. Soc. B (2012)
recently suggested for coal tits (Periparus ater) in the

UK [32].

Climate change has added to the impetus to better

understand the factors shaping optimal timing in a variable

world. Many bird species, including our own study popu-

lation of Dutch great tits, have become phenologically

mismatched with the timing of locally ephemeral food

peaks, in some cases intensifying natural selection for ear-

lier breeding [24]. Mismatches can result when cues used

by the birds (e.g. temperatures early in spring) no longer

accurately predict the peak in food abundance, which

responds to temperatures during a different period. Even

if cues remain accurate, females might be constrained

from tracking advancements in caterpillar phenology by a

trade-off: if they lay earlier they reap the benefits, in

terms of reproductive success, of being well-matched

with the food peak, but they jeopardize their own survival

by producing eggs earlier in spring when temperatures are

colder and food is potentially less available. This might

result in the phenological mismatch (i.e. laying too late)

being adaptive [23]. More generally, asymmetric fitness

curves combined with temporal environmental fluctuations

can lead to strategies that appear to be suboptimal in the

short-term, but are in fact optimal in the long run [20,33].

The goal of this paper is therefore to assess how

optimal reaction norms for timing of reproduction can

be shaped by interactions between the degree of temporal

environmental variation and the shape of the fitness

curve. This framework also provides insight into when

birds might be adaptively mismatched with the timing

of their food source.
2. MATERIAL AND METHODS
Dynamic programming was used to assess the factors affect-

ing the optimal timing of reproduction. The model was

inspired and partially parametrized by our work on great

tits. In the model, the optimal decision of when to start

egg-laying depends on the state of the bird, the state of the

environment and the time of year. To calculate the optimal

decision per day, we defined a terminal reward function,

i.e. fitness at the end of the season, which depended on

whether the female survived, the number of fledglings pro-

duced, and their probability of recruitment as determined

by the date of fledgling (see §2e). Dynamic programming

uses this terminal reward function and backwards iteration

from the last to the first day of the season, to calculate the

optimal decision for each possible state of the bird and the

environment [34]. The optimal decision each day is that

with the highest expected fitness at the end of the season.

(a) State variables

A female is characterized by two state variables: its brood size

and the age of the brood. Based on these state variables, a

female can be in one of four reproductive phases: non-breeding,

egg-laying, incubating or caring for dependent young. In the

model, females are limited to only one decision: when to start

egg-laying. Clutch size is fixed at eight eggs and once they

start, they have to continue reproduction (for more details on

the model structure, see §2g).

At the start of egg-laying, the date in the season when

food availability will peak (hereafter food peak) is uncertain.

A female can only use information from the current day and

the past when deciding when to lay. Both avian laying date
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and the time of the seasonal peak in food abundance

are affected by temperatures. Females in our model use

temperature cues to decide when to start laying. The

fluctuating environment is characterized by two state vari-

ables: temperature and temperature sum. Temperature

influences the energetic costs of egg production and incu-

bation. Temperature sum is used to calculate the food

peak. We calculated a profile of daily average tempera-

tures using data from a Dutch weather station (De Bilt, The

Netherlands) for the period 1981–2010. This profile rep-

resents the typical seasonal progression of temperatures that

great tits in The Netherlands are expected to experience

across a full year.

(b) Temperature model

Weather states are persistent over short time scales: a warm

day is more likely to be followed by another warm day

than by a cold day, and vice versa. In other words, day-to-

day changes in temperature are dependent on the current

temperature. If the current temperature is close to the

expected value for that day, there is an approximately

equal probability of the temperature the following day

being higher or lower. However, if the deviation of the cur-

rent temperature from the expectation is more extreme, it

will have a higher probability to return to the mean the fol-

lowing day. We thus use a ‘regression to the mean’

approach to model daily temperature changes. In this

model, q(t) is the current temperature on day t and qavg(t)

is the average temperature at day t, given by the temperature

profile from 1981–2010. The temperature on the next day is

calculated as:

qðt þ 1Þ ¼ qavgðt þ 1Þ þ dðtÞðqðtÞ � qavgðtÞÞ þ sqrq; ð2:1Þ

with dðtÞ ¼ 1� aðqðtÞ � qavgðtÞÞ2:
The variable d controls the strength of the autocorrela-

tion, depending on the deviation from the average

temperature, a is a constant, sq is the standard deviation in

temperature and rq is a normally distributed random number.

(c) Food availability

Caterpillar hatching and development are temperature-

dependent, with the seasonal peak in caterpillar biomass

being earlier in warmer years [29]. Based on caterpillar

biomass data from 1993–2009 [29], we developed a

temperature degree-day model to predict caterpillar biomass:

gðsÞ ¼ AFffiffiffiffiffiffiffiffiffiffiffiffi
2ps2

F

p eðs�mFÞ
2=2s2

F ; ð2:2Þ

where s is a temperature sum (with temperature threshold

Tst), AF adjusts the height of the caterpillar biomass, sF

adjust the width of the function and mF is the temperature

sum at which the caterpillar biomass is highest.

Note that although the food peak date depends on temp-

erature and the birds in the model base their laying date on

temperature, laying takes place about 30 days before the

food peak date. Hence, at the time of laying the food peak

is to some extent unpredictable.

(d) Sources of mortality

We considered two sources of mortality: predation and star-

vation. Adult predation is linked to the fraction u of the

working day that a bird spends foraging and occurs with

probability d(u þ u2). If a bird cannot balance its energy

expenditure and energy intake for one day, it dies of

starvation (for more details on energy balance, see the
Proc. R. Soc. B (2012)
electronic supplementary material, section A). Daily energy

expenditure is dependent on the reproductive state of the

bird and the state of the environment (food availability and

temperature). Nestling energy need increases with age

[35,36] and if parents cannot provide enough energy either

the entire brood is lost (scenario 1) or some nestlings die

(scenario 2).

(e) Fitness

To calculate the optimal decision, we need to specify the

terminal reward function, which here depends on the survival

of the female, the number of young that fledge and the fled-

ging date of the young. Empirical studies of Dutch great tits

show that offspring recruitment probability decreases over

the season [37,38]. Following the findings of these studies,

we assume that offspring recruitment probability is highest

for offspring fledging at the food peak date.

The terminal reward also depends on the survival of the

female until the end of the breeding season, but there

could be a trade-off between female survival and the fitness

value of the brood [23]. When the costs of reproduction

are high early in the season and the food peak date is also

early, a female could potentially increase her fitness by fled-

ging her young early, but at the same time potentially

decrease her fitness if she is not likely to survive. If she

starts to breed later, she increases her own survival chances,

but at a cost of reduced fitness benefits from her offspring.

(f) Scenarios explored

To assess how the shape of the fitness curve and temporal vari-

ation of the environment affected optimal timing, we

calculated the optimal decision matrix for five values of varia-

bility in day-to-day temperatures (equation 2.1; sq ¼ 0.05,

0.1, 0.15, 0.25, 1.0, 2.0). We varied two relationships to

assess the effect of the shape of the fitness curve: how nestling

energy need depends on nestling age and how offspring

recruitment probability depends on fledging date. In the

case where nestling energy need is independent of nestling

age and offspring recruitment probability is independent of

fledging date, the fitness curve is symmetric (curve shape 1,

figure 2b). When nestling energy need increases with age

the fitness curve becomes asymmetric with a steeper cliff at

later dates, which we call ‘left-skewed’ (curve shape 2,

figure 2c). If there is also a decline in offspring recruitment

probability with fledging date [37] the fitness curve has a

steeper cliff for early dates, which we call ‘right-skewed’

(curve shape 3, figure 2d).

To assess the potential effects of the costs of different

phases of reproduction, we explore two extreme scenarios.

In scenario 1, there are no additional costs for egg-laying

and incubation, only the costs of self-maintenance. Here,

the female cannot abandon the brood during any of the repro-

ductive phases, i.e. she must provision and care for nestlings

until fledging. In scenario 2, there are costs for egg-laying

and temperature-dependent costs for incubation (see the elec-

tronic supplementary material, section A), which potentially

also skew the fitness curve. Furthermore, the female can

abandon (part) of the brood during the nestling-feeding

phase. In both scenarios, there are additional costs for the

nestling-rearing phase: on top of her own energy need, a

female has to find enough food to feed her nestlings.

(g) Model structure

For each combination of the two reproductive costs scenarios,

the three shapes of the fitness curve, and the five values for
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Figure 1. The effect of increasing temperature variation on optimal reaction norms when there are no costs of egg-laying and

incubation. Simulated laying dates and food peak dates are plotted against mean temperatures during the reference period 16
March–20 April (Julian dates 75–110). Data points show the results of 10 000 forward simulations based on the optimal
decision matrix (grey circles and best-fit regression lines denote lay dates; black circles and lines, food peak dates) for scenario
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variation in temperature, we calculated the optimal decision

matrix. Each is a five-dimensional matrix that contains the

optimal decision for each possible combination of date and

the four state variables for that specific combination of repro-

ductive costs scenario, fitness curve shape and inputted

temperature variation. To extract the optimal reaction norm

for timing of reproduction from the optimal decision matrix,

100 000 forward simulations are run for one breeding

season, from the beginning of March to the end of August.

Each run starts on 8 March with a randomly drawn deviation

from the average temperature, with standard deviation sq and

a temperature sum of 0. The same temperature model, which

was used to run the optimization, was then used to calculate

the temperature and the resulting temperature sum the next

day. At the start of each run, the female is not breeding.

The decision to start egg-laying or continue not to breed is

made daily, until the decision is made to start. From that

moment on, the female has to lay eight eggs, incubate 12

days and, under scenario 1, take care of all the nestlings

until fledging. Under scenario 2, they have the option of aban-

doning all or part of the brood during nestling feeding.

For each run, the food peak date, the optimal laying date

and the fitness that resulted from breeding at that time (the

fitness value of the brood, the survival of the female and

the total fitness) was calculated. The difference between

the laying date and the food peak date is the synchrony

with the food peak.
Proc. R. Soc. B (2012)
To express the optimal laying date against a single

environmental variable to obtain a simple reaction norm,

we averaged (realized model) temperatures across the

period 16 March–20 April, the period found to best correlate

with laying dates in the wild [29].

To calculate the shapes of the fitness curves (figures 2b–d

and 3), for each of the runs we also simulated birds that were

forced to start egg-laying on Julian dates 70–170 (calendar

dates 11 March–19 June in a non-leap year) and the fitness

that resulted from breeding at that time was recorded. To

account for the fact that the food peak date varies between

runs, we calculated average fitness relative to synchrony

with the food peak date, with the average taken over birds

with that specific synchrony.
3. RESULTS
(a) Scenario 1: no costs of egg-laying and

incubation

With increasing temperature variation, the slopes of the

reaction norm of optimal laying dates against mean temp-

eratures become shallower (figure 1). This matches the

theoretical expectation that strong plasticity (i.e. steeper

reaction norm slope) is suboptimal when environmental

factors determining selection (in this case, temperature-

dependent phenology of caterpillars) are less predictable.

In the simulations, females respond only to temperatures
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on the current day and from days previous to that. If sto-

chasticity in these temperatures is high, they correlate less

strongly with temperatures during late spring and early

summer, which determine the date of maximal caterpillar

abundance. Consequently, the higher the variation in

daily temperatures, the less predictable the food peak

date and the flatter the optimal reaction norm.

That these reactions norms are optimal can be seen by

comparing the slopes of the lay date–temperature

relationship with the relationship between the food peak

date and average temperatures for the same period

(figure 1). With low temperature variation, food peak

date also varies little and correlates strongly with tempera-

tures during the reference period (figure 1a). By contrast,

when temperature variation is high, variation in food peak

date is also high and more weakly dependent on the temp-

eratures to which the birds respond (figure 1d). This is

because caterpillar biomass continues to develop after

the birds have started to lay, so increasing variation

reduces the correlation between caterpillar development

at the time the birds are laying and caterpillar develop-

ment after that period until the food peak date

(average ¼ 20 May, Julian day 140).

In addition to the changes in optimal slopes in

response to increased environmental variation, the aver-

age synchrony between lay dates and food peak date

(i.e. the difference in elevation between the lines in each

panel of figure 1) decreases. In other words, females lay

on average later and thus the peak energy demand of
Proc. R. Soc. B (2012)
their nestlings (nestling day 9) occurs a few days after

the food peak date. Although seemingly maladaptive,

this in fact maximizes expected fitness in a stochastic

environment, as (for the parameters used in figure 1)

the fitness curve is right (positively) skewed; i.e. the fit-

ness costs of laying earlier are greater than those of

laying later. This asymmetric fitness curve corresponding

to the scenario depicted in figure 1d is shown in figure 2d.

The direction and extent of the mismatch for each level

of temperature variation explored are shown in figure 2a.

This shows average laying date relative to the food peak date

for three different types of fitness curve (figure 2b–d), all

for scenario 1. In the simplest case (figure 2b), which corre-

sponds to the symmetrical fitness curve 1 in figure 2a,

nestling energy need does not depend on nestling age

and offspring recruitment probability does not depend on

relative fledging date. Here, the best strategy is to time

egg-laying such that nestlings are 9 days old at the food

peak date (i.e. laying 30 days before the food peak date),

ensuring that the nestling–rearing period is centred on

the period of maximal caterpillar abundance independent

of temperature variation.

In the second case, nestling energy need increases with

age, but offspring recruitment probability does not depend

on relative fledging date (fitness curve 2, figure 2c). Now,

there is a greater penalty for breeding relatively late compared

with breeding relatively early (left-skewed fitness curve).

With zero variation in temperature, fitness is maximized by

laying approximately 31 days before the food peak date,
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but laying becomes earlier by several days with just a small

amount of temperature variation. The higher the variation

in temperatures, the greater this ‘adaptive mismatch’.

In the third case, nestling energy need is age-dependent

and offspring recruitment probability also depends on

relative fledging date, assumed to be highest for nestl-

ings fledging on the food peak date (fitness curve 3,

figure 2d). The fitness curve is now right-skewed, with

higher costs of breeding too early. At low variation in temp-

eratures, optimal average laying date is 39 days before the

food peak date, which results in nestlings fledging close

to the food peak date. For higher variation, average

laying date is shifted closer to the food peak date (i.e.

later), which is a safer strategy because the left-side

‘drop’ of the fitness curve is steeper than the right side.

The difference in the elevation of the lines in figure 2a

for fitness curve 1 versus that of 2 and 3 is that in fitness

curve 1 nestling energy need is constant at the highest

level of energy need, whereas in fitness curves 2 and 3

young nestlings need less food and thus the female

should start earlier, as there is already enough food

available earlier in the season.
(b) Scenario 2: costs of egg-laying and incubation

When costs of egg production and incubation are

additionally taken into account (scenario 2), fitness

curves have even a greater asymmetry (figure 3). With

no costs and a standard deviation in temperatures of

2.0, laying ca 35 days before the food peak date is optimal

(figure 3a). By contrast, with costs, the fitness penalty of

breeding earlier is considerably larger than that of laying

later (figure 3b). Hence, laying later is optimal because

the increase in female survival (dashed curve figure 3b)

is higher than the decrease in offspring recruitment

probability (dotted curve figure 3b).
Proc. R. Soc. B (2012)
Figure 4 shows the plots of average laying dates (rela-

tive to the food peak date) as a function of sq

(temperature variation), for each of the three fitness

curves. For fitness curve 1, there is little change in

laying dates up to sq ¼ 1.0: laying dates are such that

females have 9-day-old nestlings at the food peak date.

When sq . 1.0, relative laying dates become later, reflect-

ing the fact that declines in fitness are slightly steeper for

earlier laying dates. For fitness curve 2, where nestling

energy need is age-dependent, there is a steeper cliff for

breeding too late and optimal laying dates are earlier

with increasing sq up to a value of 1.0. Beyond this, how-

ever, earlier laying incurs a risk of reduced female
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survival, and average relative laying date then becomes

later. Finally, for fitness curve 3, where nestling energy

need is age-dependent and offspring recruitment prob-

ability depends on relative fledging date, there is a steep

fitness cliff for breeding too early. At low sq, laying date

is close to that which maximizes offspring recruitment

probability (i.e. 39 days before the food peak date), but

with increasing sq it shifts closer to the food peak date,

which avoids the costs for female survival of being too

early. Again, the difference in the elevation of the lines

for fitness curve 1 versus 2 and 3 is that with fitness

curve 1, nestling energy need is constant at the highest

level of energy need, whereas in fitness curves 2 and 3,

young nestlings need less food and thus the female can

start earlier.
4. DISCUSSION
Using a model of timing of egg-laying in great tits, we

explored the interactive effects of environmental variation

and fitness curve shape on optimal breeding time in a

variable environment. The results illustrate how see-

mingly suboptimal phenotypic responses can in fact be

optimal when temporal variation in temperature is

coupled with asymmetry in fitness curves. Depending

on the extent and nature of this asymmetry, our model

suggests that ‘adaptive mismatches’ [23] of up to 7 days

can result when day-to-day variation in temperature is

similar to that experienced by wild great tits in The

Netherlands (the actual standard deviation in spring

temperature ranges from 1.4 to 2.1, with a mean of

1.8). Timing differences of this magnitude are biologi-

cally significant for great tits; the standard deviation of

laying dates in our Hoge Veluwe study population is on

average 5.4 days within years, and 4.6 days across years

(T. E. Reed & M. E. Visser 2012, unpublished data).

We used published empirical relationships and insights

from detailed studies of great tit ecology [29,35–38] to

characterize the fitness costs and benefits of laying at

different dates relative to the seasonal food peak. Dif-

ferent combinations of age-dependent nestling energy

need, the dependence of offspring recruitment probability

on fledging date and maternal costs of egg-laying and

incubation resulted in various types of asymmetry in the

overall fitness curve. The functions describing each of

these processes were parametrized based on real data

from great tits, but we used the model to tell us how

they together determine the shape of the overall fitness

curve. While we could have used observational data

from our long-term study population to directly para-

metrize the curve relating total fitness to laying dates,

this approach is problematic in that many other factors

potentially change along the laying-date axis other than

date per se, for example, the phenotypic quality of parents

[39]. Experimental manipulations of laying dates in both

directions (i.e. advancements and delays) would therefore

be required to accurately characterize the fitness curve.

Moreover, extreme laying dates (e.g. very early laying)

are rarely observed in the wild given the associated high

survival costs, whereas the model could be used to explore

the fitness consequences of a much broader range of

laying dates. In the simplest case where the emergent fit-

ness curve was symmetrical (figure 2b), the optimal

strategy was to time egg-laying such that the nestling
Proc. R. Soc. B (2012)
rearing period was centred on the food peak date, inde-

pendent of temperature variation (figure 2a). When

nestling energy need was age-dependent, the resulting fit-

ness curve was asymmetric with a steeper decline at later

dates as the costs of rearing offspring at the declining part

of the food peak are more severe when large offspring

have high energy needs. In this case, the strategy that

maximized fitness in the face of day-to-day temperature

variation was to lay earlier relative to the seasonal food

peak. By contrast, laying relatively later was optimal

when the asymmetry was the other way around (a steeper

decline at early dates, generated when nestling energy

need was age-dependent and offspring recruitment prob-

ability depended on fledging date). These contrasting

patterns were also evident when maternal costs were pre-

sent, but only when temperature variation was low; at

higher sq, the best strategy was to always lay relatively

later given the high survival costs of breeding too early

under potentially colder temperatures, when costs of

egg production and incubation are high (figure 4).

Collectively, these results show that variation in the

environment coupled with asymmetric fitness curves

leads not only to shallower reaction norm slopes, but also

adaptive mismatches in reaction norm elevation. In our

example of laying dates in great tits, various processes

influenced the asymmetry in the overall fitness function,

but the specific forms of these relationships are unimpor-

tant. The novel general insight is that any process which

leads to asymmetrical fitness curves will lead to adaptive

phenological mismatch when environments vary through

time. Temporal environmental heterogeneity is a ubiqui-

tous feature of natural populations and we argue, on first

principles, that asymmetric fitness curves are also probably

common given that many ecological and physiological

processes affecting fitness are likely to exhibit skewness,

particularly with respect to temperature [19–21]. Martin

and Huey [20] discussed a similar phenomenon apparent

in ectotherms, where average body temperatures are typi-

cally observed to be lower than those that maximize

instantaneous fitness. Using a simple optimality model,

they showed that this apparent mismatch could be under-

stood in terms of Jensen’s inequality (a mathematical

property of nonlinear functions) [33], and the variance

and skew inherent in ectotherm body temperatures and

fitness curves, respectively [20]. In their example, the

reason for the apparent departure from optimality is that

ectotherms are imperfect thermoregulators in the face of

fluctuating environmental temperatures, and body temp-

erature deviations to the right of the fitness peak (higher

temperatures) reduce fitness more than equivalent devi-

ations to the left (lower temperatures) do. Our focus was

very different in terms of the trait and taxon considered

(i.e. timing of breeding in an endothermic bird), but we

show that similar reasoning can be employed to understand

the selective factors shaping timing decisions. Indeed, the

phenomenon might be particularly relevant for predict-

ing optimal phenology in seasonal environments, given

that environmental factors affecting reproductive success

and parental survival (e.g. temperature and precipitation)

themselves exhibit seasonal profiles that are often nonlinear

and asymmetric. Few empirical studies have characteri-

zed the true shape of individual-level fitness curves in

natural populations [40,41], and experimental manipula-

tions of phenotypes are required to test the intuition that
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fitness scales asymmetrically with phenology and other key

life-history traits.

We note also some parallels between our modelling

results regarding adaptive mismatch and the concept of

conservative bet-hedging: the idea that ‘safe’ life-history

strategies maximize geometric mean fitness in a variable

environment [13,14]. Conservative bet-hedging has fre-

quently been invoked in the evolution of timing traits in

animals and plants, for example, the timing of bolting in

monocarpic perennials [42], diapause in copepods [43],

parturition in viviparous lizards [44], and laying dates in

woodland passerines [32]. Variance in fitness reduces the

geometric mean relative to the arithmetic mean, and thus

bet-hedging is typically assumed to involve processes that

minimize fitness variance across generations, potentially

at the expense of reduced arithmetic mean fitness

[13,45]. Our dynamic programming model, based purely

on the maximization of arithmetic mean fitness, shows

that nonlinear averaging processes alone are sufficient to

select for adaptive mismatches in the face of temporal

environmental heterogeneity. Inferring a role for conserva-

tive bet-hedging would require the optimization model to

be couched in terms of geometric mean fitness, which is

a non-trivial problem in dynamic programming [46]. We

nonetheless speculate that there might be additional

benefits of adaptive mismatch in terms of reductions in fit-

ness variance, if temperature deviations one side of the

mean produce more variable fitness outcomes than devi-

ations in the other direction, owing to an asymmetric

fitness curve. Indeed, our forward simulations suggest

that the variation in fitness often exhibited a minimum

close to the observed optimal laying dates (see the

electronic supplementary material, section B)

In conclusion, we show that the degree of temporal

environmental variability affects not only the optimal level

of plasticity, but also the optimal mean timing of reproduc-

tion, whenever fitness curves are asymmetric. Our model of

avian timing of reproduction illustrates how various pro-

cesses can result in asymmetric fitness curves, and how

this can select for adaptively mismatched reproduction

with respect to a fluctuating seasonal food peak. The results

add to a growing number of studies which show that, under

certain circumstances, phenological mismatch between con-

sumers and their resources might be adaptive [22,23,47].

Such mismatches are sometimes taken uncritically as mala-

daptive symptoms of adverse impacts of climate change, yet

they might have been present prior to the current warming.

Climate data and models suggest that greenhouse gas for-

cing can increase the frequency of extreme weather events

[48,49]. Our results suggest that in addition to the complex

population effects of changing climatic variability [50], such

changes coupled with asymmetric fitness curves could also

influence how species should shift their seasonal timing in

a warming world.
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