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Abstract
The Generalized Born (GB) solvent model is widely used in molecular dynamics simulations
because it can be less computationally expensive and it samples conformational changes more
efficiently than explicit solvent simulations. Meanwhile, great efforts have been made in the past
to improve its precision and accuracy. Previous studies have shown that reducing intrinsic GB
radii of some hydrogen atoms would improve AMBER GB-HCT solvent model's accuracy on salt
bridges. Here we present our finding that similar correction also shows dramatic improvement for
the AMBER GB-OBC solvent model. Potential of mean force and cluster analysis for small
peptide replica exchange molecular dynamics simulations suggested that new radii GB simulation
with ff99SB/GB-OBC corrected salt bridge strength and achieved significantly higher geometry
similarity with TIP3P simulation. Improved performance in 60 ns HIV-1 protease GB simulation
further validated this approach for large systems.

Keywords
intrinsic radii; salt bridge; PMF; cluster analysis; HIV-1 protease; HIVPR

Introduction
Since it was first introduced in 1980's, the Generalized Born (GB) solvent model [1-3] has
provided an alternative way to represent the solvent's electrostatic effects in atomic
simulations such as Molecular Dynamics (MD) [4, 5]. Instead of giving an atomistic
description of every water molecule, as in explicit solvent (EXP) simulations [6], the GB
model uses a Born equation to approximate the solvent's electrostatic effects during MD
simulation. This implicit treatment of solvent during simulation is attractive because 1),
most of the time we focus on the solute's dynamics only, 2), exclusion of water molecules
largely reduces the system size and generally can make simulations less computationally
demanding and 3), the lack of viscosity during simulations results in much faster
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conformational sampling. There are excellent review articles published discussing this
method [7-10].

In MD simulations, an energy function is used to calculate the energy of each sampled
conformation. The energy calculated acts as the driving force of MD and is crucial for
meaningful results. The parameter set used in such calculations is termed force field. In GB
simulations, as a tradeoff of faster sampling, any force field defect would show up much
sooner and be amplified. Also, because of the solvent approximation, any weaknesses in the
GB parameter set would also render the simulation erroneous.

Over the past two decades, development of simulation methods has provided several
generations of force fields and GB solvent models [10-12]. Many studies have focused on
assessing and comparing accuracy of different force fields or solvent models [13-16].
Unfortunately, a “gold standard”, or a consensus force field/solvent model combination that
provides a correct balance of protein secondary structures is still elusive, and simulation
results are likely to continue depending on chosen force fields and solvent models in the
near future. Under the circumstances specific optimization for each combination may be
necessary, at times with cancellation of errors in the solvent model with those in the solute
model. Here we will present our work on improving simulations with ff99SB [17] and GB-
OBC [18] in AMBER [19]. The former is a modified version of ff99 force field [20] which
improved backbone dihedral term in ff99 through reparameterization of ff94 force field [21],
and the latter is an AMBER generalized born solvent model shown [22] to outperform GB-
HCT [23] and GB-NECK [24].

Although regarded as one of the best performing force fields and applied to many MD
simulations [25, 26], ff99SB was recently shown to marginally destabilize helical structures
in some systems [27]. In contrast, the GB model widely used with ff99SB, GB-OBC, was
shown to slightly over stabilize helical structures and, more importantly, to produce
significantly erroneous salt bridge strength and geometry [28-30]. Coupled optimization on
both force field and solvent model for CHARMM [31] parameters has been explored by
Chen et al. previously [32]. However, our intent was not to change backbone parameters;
instead, we aimed to improve the ability of GB to reproduce salt bridge strength and
geometry from explicit solvent calculations performed with the same backbone
conformations.

In order to improve salt bridge strength and geometry, an intrinsic radii correction is of great
interest due to the simplicity of implementation. In GB model, a molecule is described by a
set of atomic spheres with associated intrinsic Born radii. Since intrinsic radii define the
dielectric boundary between solute and solvent, they are the foundation of GB calculation
and they influence solute-solvent interactions such as H-bonds and salt bridges. However,
definitions of GB intrinsic radii are empirical because the atomic spheres only approximate
the molecular surface used in more accurate solvent models. Hydrogen atoms are harder to
describe in GB due to the sensitivity of their electron density to the varying electronegativity
of neighboring atoms [33]. Therefore, optimizing intrinsic radii parameters for theoretical
study was pursued by various groups and indeed it was shown to improve GB simulations
with CHARMM force fields [34], OPLS force fields [35], and more importantly to us,
AMBER force fields. Geney et al. have shown previously [33] that reducing intrinsic radii
of hydrogen atoms linked to charged nitrogen would improve AMBER GB simulations
using ff99SB/GB-HCT and modified Bondi radii set [36]. Due to the close relationship
between force field/solvent model chosen here and in Geney's study, we evaluated similar
modification in our GB simulations with ff99SB/GB-OBC, although the radii sets we used
are not identical.
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We first applied radii modification to a small model peptide (Ace-Arg-Ala-Ala-Glu-NH2).
Okur et al. have shown previously [29] that, in GB replica exchange molecular dynamics
(REMD [37]) simulation (with ff99SB/GB-OBC) this peptide has too strong salt bridge
strength compared to explicit solvent (EXP) REMD simulation. In addition, the most
populated salt bridge geometry found in GB REMD differs from EXP REMD. In order to
elucidate whether radii choice plays a role here, we carried out several GB REMD
simulations using the same input as Okur's except that various Hn radii were applied (Hn: Hε
and 4 Hη on Arg side chain), and then compared to their EXP REMD simulation. Our
results showed that reducing Hn radii could improve both the strength and the geometry of
Arg-Glu salt bridge in GB simulations.

Besides experimental observables and EXP simulations, Poisson-Boltzmann (PB) implicit
solvent method [38] has been used as a standard for GB optimizations as well [39, 40]. It
models solvent's electrostatic effects by solving the Poisson equation numerically, which is
accurate but slow, while most GB methods achieve speedup by seeking instead analytical
and even pairwise approximations [18, 24]. Nevertheless, both PB and GB methods rely on
the choice of intrinsic radii. Therefore it would be important to evaluate the salt bridge
strength in PB simulations with the same intrinsic radii set. Instead of carrying out PB
REMD, which is very time consuming to get converged data, we simplified the GB and PB
comparison by only looking at energetically preferred salt bridge distances in each method,
given a set of structures. Energy was calculated for structures sampled in small peptide EXP
REMD with GB or PB method using either original or smaller Hn radii. Energy differences
between salt bridge interactions at various distances were compared. This energy profile
approach has been shown previously to be useful in qualitative screening [17, 41]. Our
results predicted that the PB method would also produce inaccurate salt bridge strength
compared to EXP when using original Hn radii, which suggests caution in using PB as a
reference for evaluating GB quality.

After validating the effectiveness of radii modification in small peptide, we also evaluated
the same modification in a larger macromolecular system: HIV-1 protease (HIVPR, figure
1). HIVPR plays an important role in HIV virus maturation and is a common drug target for
AIDS treatment. Lengthy, stable HIVPR GB simulations are desirable because adequate flap
sampling of HIVPR would reveal further statistical information about the equilibrium
populations among different flap conformations, flap opening mechanisms, and even ligand
binding process [42] in the future (which is almost impractical for EXP simulations).
Previously, using EXP simulation, our lab reproduced EPR spin label distance and gave
structural interpretation of experimental data [43]. These comparisons could be more readily
obtained if quantitative GB simulations were possible.

In spite of our previous qualitatively correct simulations of HIVPR [42, 44], there are two
main problems that obstruct lengthy, converged GB simulations (with ff99SB/GB-OBC,
figure S1). First, the interleaved beta sheet formed by the four terminal strands tends to
convert to helical structures, thus weakening the dimer interface and rendering simulations
unstable. Second, the two beta-hairpin flaps sample wide open structures that are
qualitatively comparable to those from EXP, but occurring too often in GB and sometimes
leading to distorted flap conformations. The incorrect helicity at the terminal β-sheet is
attributable to GB-OBC's backbone helical propensity [28]; since the present focus is on salt
bridges, we applied restraints to maintain termini backbone structure (see Methods for
details). The reason for the difference in opening was unclear. There are two salt bridges
involving Arg on each flap elbow region (figure 1), which have been proposed to have
allosteric coupling to flap opening [44]. We therefore hypothesized that incorrect treatment
of these electrostatic interactions may be the source of changes in the opening behavior. We
modified all Hn radii in HIVPR to investigate this hypothesis and to determine whether more
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accurate dynamics of large proteins such as drug targets could be obtained with a simple GB
model.

Methods
Small peptide REMD

We simulated a small peptide Arg-Ala-Ala-Glu capable of forming a salt bridge, with its N
termini acetylated and C termini amidated. GB REMD simulation with this peptide was
shown previously to give inaccurate salt bridge strength and geometry compared to EXP
REMD [29].

Small peptide EXP REMD—EXP REMD reported by Okur et al. [29] and an additional
run they did subsequently were used here directly. Their simulation details are as follows:
the AMBER simulation package [19] version 9 and ff99SB force field [17] were used. The
peptide was solvated in a 16 Å octahedral TIP3P water box using 2 286 TIP3P [6] water
molecules. Minimization/equilibration was done at 300 K for 65 ps, with reducing harmonic
positional restraints on solute atoms. Then 46 replicas with temperatures ranging from 296
K to 584 K were used, which gave a uniform exchange acceptance ratio of ∼ 25%. A time
step of 2 fs was used. Exchange between neighboring temperatures were attempted every 1
ps, and each replica had 30 000 exchange attempts (30ns per replica). All bonds involving
hydrogen atoms were constrained in length using SHAKE [45], with geometry tolerance of
10-7. Long range electrostatic interactions were calculated with PME [46-49]. 7 Å cutoff for
vdW interactions was applied. REMD was run in NVT ensemble with Berendsen
temperature control [50]. Backbone conformation was restrained to that in the representative
structure of unrestrained TIP3P REMD with harmonic positional restraints (1 kcal/mol·Å2).
Same REMD procedure was repeated with a different starting velocity seed to give an
independent REMD run for convergence check. The first 5 ns of both simulations were
discarded to remove initial-structure bias, resulting in 50 ns combined trajectory for each
temperature. The last 36 ns of the combined 300 K temperature trajectory was used for PMF
plot and cluster analysis, and all 50 ns combined 300 K temperature trajectory was used for
lowest energy plot (see below).

Small peptide GB REMD—We performed GB REMD simulations with the sander
module of the AMBER simulation package [19] version 10 using the ff99SB force field
[17]. The GB-OBC [18] implicit solvent model (igb=5 in AMBER) was used here in
combination with mbondi2 [18, 36, 39] intrinsic radii. 3 sets of GB REMD simulations were
carried out, which only differ in Hn (Hε and 4 Hη on Arg side chain) radii parameters: Hn

were set to 1.3 Å (standard mbondi2), 1.2 Å and 1.1 Å, respectively. For each set, 6 replicas
were chosen covering temperatures from 300 K to 636 K, no non-bonded cutoff was used.
All other parameters were the same as described above for the EXP REMD. 3 sets were run
for 44 ns, 50 ns, 50 ns, respectively. The last 36 ns of 300 K temperature's trajectory from
each set was used for PMF plot and cluster analysis.

HIVPR MD
The simulation starting structure was prepared by deleting the inhibitor from protein-
inhibitor complex (PDBID: 1HVR [51]) and introducing inactive mutation D25N at catalytic
site using tleap tool in AMBER. The D25N mutant is widely used in X-ray and NMR
studies because it retains native-like fold and binds to nature substrate without initiating
cleavage event [52, 53]. The tleap tool was also used to add hydrogen atoms, evaluate
crystal structure (bond lengths, torsion angles, atom clashes, etc.), and add TIP3P water for
EXP MD (8 Å octahedron TIP3P [6] water box, resulting in 7 219 water molecules). For all
HIVPR MD, AMBER simulation package [19] version 10 and ff99SB force field [17] were
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used, and equilibration was performed before every MD or REMD simulation (750 ps for
EXP equilibration and 125 ps for GB equilibration). Following minimization, the system
was heated gradually from 100 K to the desired temperature. Positional restraints were
added first on heavy atoms then on backbone atoms only (with restraint force constant
decreasing from 100 to 0.1kcal/mol·Å2).

HIVPR EXP MD—400 ns unrestrained MD simulation was performed at 2 fs time step. All
bonds involving hydrogen atoms were constrained in length using SHAKE [45] with
geometry tolerance of 10-5. PME [46-49] was used for long range electrostatic interactions.
8 Å cutoff was applied to vdW interactions. Berendsen temperature and pressure control
[50] were applied to maintain the system at 325 K and 1 atm. Full length of MD simulation
was used for PMF plots and RMSD comparison.

HIVPR GB MD—GB-OBC [18] implicit solvent model (igb=5 in AMBER) was used here
in combination with mbondi2 [18, 36, 39] intrinsic radii. Two 60ns HIVPR GB simulations
were carried out, which only differ in Hn radii settings: radii of Hn were set to 1.3 Å
(standard mbondi2) and 1.1 Å, respectively. Simulations were in 1 fs time step. All bonds
involving hydrogen atoms were constrained in length using SHAKE with geometry
tolerance of 10-6. No cutoff for long range electrostatic/vdW interactions was applied. 25 Å
distance cutoff was applied to pair interactions involved in effective radii calculation. Forces
related to effective radii calculation, along with each pair interaction whose distance was
greater than 15 Å, were evaluated every 4 steps. Langevin temperature control for 325 K
with collision frequency of 1 ps-1 was used. Harmonic distance restraints were applied to the
terminal portion of the dimer interface (figure S2) to prevent flexible termini region from
forming helical structure, which is possibly attributable to GB-OBC's helical propensity
[28]: Atom pairs Asp29_Cγ to Arg87_Hη21, Asp29_Cγ to Arg87_Hε, Arg87_Hη11 to
Leu5′_O, Arg87_Hη12 to Trp6′_O were restrained (Leu5′ denotes Leu5 on the other
monomer). Asp Cγ was chosen to account for carboxyl rotamers. For each atom pair, a
distance cutoff was chosen near its average distance measured from EXP simulation (4 Å for
pairs involving Asp Cγ, 3 Å for the rest). An atom pair was only restrained when pair
distance went beyond the cutoff, with restraint force constant at 10 kcal/mol·Å2. Different
initial velocity seeds were used to unsynchronize Langevin dynamics [54].

Analysis
Ptraj tool in AMBER package was used for all distance and RMSD measurements.

Potential of mean force (PMF)—We studied salt bridge pairs Arg-Glu (in small peptide
and HIVPR) and Arg-Asp (in HIVPR). Considering rotamers of charged groups, Cγ atom
from Asp, Cδ from Glu and Cζ from Arg were chosen for salt bridge description as done
previously [29]. Populations of distances extracted from 300 K temperature trajectories were
converted to PMFs directly. Error bars in each set were obtained by comparing PMF
generated using the first and second half of data.

Cluster analysis—To further compare salt bridge geometry in small peptide REMD,
cluster analysis was performed on 300 K temperature trajectories with Moil-View [55] using
following heavy atoms as the similarity criterion: Arg_Cδ, Arg_Nε, Arg_Nη1, Arg_Nη2,
Arg_Cζ, Glu_Cδ, Glu_Oε1, Glu_Oε2. Every 2nd structure from TIP3P and 3 GB
trajectories (18000 each, 72000 in total) were combined; the resulting set of structures was
subjected to clustering. Clusters were then formed with bottom-up approach using 1.3 Å
similarity cutoff: each structure was initially assigned to a distinct cluster, followed by
calculation of averaged root mean square deviation (RMSD) between all cluster pairs, then
cluster pair with the smallest RMSD was merged until the most similar cluster pair exceeded
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the similarity cutoff. In the end, percentage of population for each simulation's structures in
each cluster was calculated and plotted for comparison.

RMSD—HIVPR flap RMSDs were calculated for individual trajectories using ptraj. Fitting
and RMSD calculation were both performed using the Cα atoms of residues 46-55 in both
monomers (46-55 and 46′-55′). Reference structures were the closed structure (PDB ID
1HVR [51]) and the semiopen structure (1HHP [56]).

Lowest energy profile—The combined 300 K trajectory of small peptide EXP MD (50
ns, 50 000 structures) was used and 4 sets of energy calculation were performed: two GB
calculations which only differ in Hn intrinsic radii (1.1 or 1.3 Å), two PB calculations which
only differ in Hn intrinsic radii (1.1 or 1.3 Å). Both GB and PB calculations used mbondi2
intrinsic radii for atoms other than Hn. GB calculations used AMBER package version 10,
GB-OBC solvent model, and no non-bonded cutoff. Internal energies, electrostatic and vdW
energies were calculated as well as polar solvation energies. Then their sum (potential
energy) was extracted from GB outputs. PB calculations were performed using DelPhi [57]
with 0.25 Å grid spacing. Internal and external dielectric constants were set to 1 and 78.5,
respectively, to be consistent with AMBER calculation. Since DelPhi only calculates polar
solvation energies, potential energies for PB were calculated by replacing polar solvation
energies in GB calculation results with DelPhi's. After potential energy calculation,
structures were grouped according to the salt bridge distance (bin size 1 Å). The average
potential energy of 20 structures with lowest energies in each bin was plotted against the salt
bridge distance to get so called “lowest energy profile” [17]. Each curve's minimum was
zeroed for easier comparison. Error bars in each set were obtained by comparing PMF
generated using the first and second half of data.

All molecular structures in this article were generated using VMD [58]. All data graphs in
this article were generated using matplotlib [59].

Results and Discussion
Comparison in small peptide REMD

GB REMD simulations with different Hn intrinsic radii were performed on the Ace-Arg-
Ala-Ala-Glu-NH2 peptide, and results were compared with EXP REMD simulations. Figure
2 illustrates their PMF profiles, which were calculated directly from populations in 300K
REMD trajectories. Taking TIP3P data as the reference, GB MD using standard Hn radii in
mbondi2, which is 1.3 Å, overstabilized the salt bridge by as much as 2.3 kcal/mol, whereas
1.2 Å radii decreased the energy gap to 1.2 kcal/mol. Further reducing the Hn radii to 1.1 Å
precisely reproduced TIP3P data's energy barrier as well as curve shape, except for the
solvent separated minimum (near 6Å in TIP3P curve), which is caused by structured water
molecules and is difficult to model in implicit solvent unless time-consuming calculation of
solvent accessible surface is used to define the dielectric boundary. Our results are
consistent with a previous GB-HCT study on Fab 17/9 antibody salt bridges [33]. However,
the most energetically favorable salt bridge distance (at which PMF is set to 0) from 1.1 Å
Hn radii simulation seemed to land further away from TIP3P's compared to other GB
simulations, which might indicate further deviation from EXP simulation structures.
Therefore we used cluster analysis to compare salt bridge geometry among different
simulations.

Cluster analysis was performed on a combined trajectory including structures from EXP
simulation, GB 1.1Å Hn simulation, GB 1.2Å Hn simulation and GB 1.3Å Hn simulation (18
000 structures each), using salt bridge geometry as the clustering criterion (see Methods for
details). Structures sampled in different simulations would fall into the same cluster if their
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pairwise RMSD is below the cutoff. Using combined trajectory permits direct comparison of
structural distributions among different simulations. Figure 3B-D illustrates the distribution
of simulation structures in different clusters, with each GB simulation plotted against EXP
simulation. Overall, when Hn radii were modified from 1.3 Å (standard mbondi2) to 1.1 Å,
the correlation coefficient between GB and EXP structural distributions, increased from 0.36
to 0.90. We labeled the four largest clusters for further comparison, and their representative
structures are shown in Figure 3A. Most prominent changes, as we decrease Hn radii, are the
increase of cluster 1 population, and the decrease of cluster 3 population. Similar to a
previous study on the same system [29], our results (figure 3D) suggest that GB simulation
with 1.3 Å Hn has most populated structures (cluster 3) that differ from those in EXP
simulation (cluster 1). In addition, our results suggest that 1.1 Å Hn GB simulation's most
populated structures are similar to those most populated in EXP simulation (they are all in
cluster 1, figure 3B). 1.3 Å Hn GB simulation significantly changed salt bridge geometry
preference as compared to EXP simulation; Arg Hε atom mostly isn't involved in forming
salt bridge with Glu (cluster 3 and 24 compared to cluster 1). It is worth noticing that cluster
4 population is higher in 1.1 Å Hn GB simulation, in which the salt bridge is broken, but the
change is much less significant compared to change in cluster 3. All smaller clusters show
better GB-EXP correlation when Hn radii is smaller. Therefore, cluster analysis results
demonstrate that the 1.1 Å Hn GB simulation agrees better with EXP simulation. This also
emphasizes the necessity of multi-dimensional geometry comparison: although the most
populated structures in 1.3 Å Hn GB simulation and EXP simulation have very different salt
bridge geometries (figure 3), they have very small difference in the more simplistic distance
measurement (figure 2).

Since Poisson Boltzmann (PB) implicit solvent method was used as a touchstone for GB
methods in previous studies [39, 40], we also explored the influence of changing radii on PB
calculation. Instead of doing costly computations on PB REMD, we compared “lowest
energy profile” [17] for different methods (figure 4). Since we only looked at structures with
low energies, to reconstruct the “energy landscape” along the coordinate of salt bridge
distance, the precision is lower than if we considered all structures to do a PMF profile
(figure 2), and the absolute energy barrier value is likely less realistic. However, the
averaged curves here show a similar trend as PMFs in figure 2: reducing Hn radii
systematically decreases salt bridge strength. If we set GB 1.1 Å Hn radii as the standard,
since it shows the best agreement to TIP3P data in figure 2, PB 1.3 Å Hn radii does equally
poorly as GB 1.3 Å Hn radii, if not worse. This result suggests caution in using PB as a
reference for evaluating GB quality. At least calibrating salt bridge strength by fitting to PB
calculations is insufficient, since PB is itself highly sensitive to intrinsic radii that define the
molecular surface. Similarly, Zhu et al. [60] found previously that the GB method that best
reproduces PB results is not the best in terms of folding experiment.

Applying radii changes to HIVPR simulation
After testing in the small peptide model system, we further assayed the impact of this
change on the ability of GB to accurately model the structure and dynamics of a larger
protein, using HIVPR as a model since we have previously reported extensive simulations
using both GB and EXP models [42-44, 61, 62]. We used the D25N mutant, which is also
widely used in X-ray and NMR studies because it retains native-like fold and binds to
natural substrate without initiating the cleavage event [52, 53]. In our experience, flap
deformation is observed in HIVPR with either Asp or Asn at the catalytic site, however,
D25N system is statistically less stable than the wild-type system (figure S1), which is
consistent with experimental finding that D25N mutation decreases protease dimer stability
[63]. We hypothesized that deformation on the > 10 ns time scale was due to GB salt bridge
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artifacts. We therefore compared HIVPR GB simulations with 1.3 Å or 1.1 Å Hn radii (60ns
each) to 400ns EXP simulation.

PMF profiles of 4 salt bridges near the flap region were calculated directly from distance
populations in different trajectories and are shown in figure 5. Compared to TIP3P EXP MD
data, GB MD using original Hn radii gave dramatically stronger salt bridges in all four cases,
with over-stabilization in Arg57-Glu35 pairs on both monomers being more predominant
(figure 5A, 5B); atom pair distances are always within 6 Å, so there is no data at distances
for which the salt bridge is broken. After decreasing radii to 1.1 Å, Arg57-Glu35 pairs more
closely reproduced the TIP3P curve, while comparisons of Arg41-Asp60 pairs on both
monomers didn't provide as clear agreement. Interestingly, PMFs for Arg41-Asp60 pairs
generated with 1.1 Å Hn radii were consistent in energy barrier, while a shift of 0.5 kcal/mol
was observed in both 1.3 Å and TIP3P PMFs, which rendered energy comparison
ambiguous. This is attributable to inadequate conformational sampling in both simulations,
which is a common problem encountered in EXP simulation of macromolecules. Thus,
HIVPR salt bridge PMFs here demonstrated that 1.3 Å Hn radii GB simulation gave much
stronger salt bridges than TIP3P. However, to better assess whether 1.1 Å Hn radii would
“rescue” HIVPR GB simulations, we need to look at MD trajectories for detail.

Flap RMSD versus time are plotted in figure 6 (right). Flaps RMSD in simulations with 1.3
Å Hn radii (standard mbondi2) went as high as 20 Å towards the end, which indicates a large
deviation of flap conformation from that observed in the crystal (figure 1) and is consistent
with the last frame snapshot (figure 6B). Notice that the flap deformation is similar to what
we observed in previous GB simulations with mbondi2 (see figure S1). Flap RMSD in EXP
simulation remained almost unchanged throughout 400 ns simulation length. The RMSD to
closed flap conformation (black curve) is always below its RMSD to semiopen
conformation (red curve), implying that its flap conformation remains close to the closed
crystal structure all the time, which is consistent with its last frame snapshot (figure 6D).
This stability on the >100 ns timescale is likely due to kinetic trapping, since multiple
conformations should be populated under these conditions [62]. An improved GB model
with lower viscosity might significantly aid modeling of large conformational fluctuations
like flap handedness switch or flap opening [44], again reinforcing our goal of obtaining a
more accurate GB model.

In contrast, when we reduce GB simulation Hn radii to 1.1 Å, the flaps sampled multiple
flap handedness switching events, indicated by a change in the crystal structure
corresponding to the lower RMSD, and transient flap-opening events, during which RMSD
steadily increases to more than 10 Å then decreases back to values sampled prior to opening,
in 60 ns simulation length. At the end of the simulation one flap of the protease is open
while the other one is closed (figure 6F), which is a common transition state in HIVPR
simulations [44] and is similar to experimental observations [64]. If we compare salt bridge
versus time with EXP (figure 6 left), it can be seen that salt bridges in the 1.1 Å Hn radii
simulation broke more frequently than EXP, which could result from significantly higher
viscosity in EXP simulation for these solvent-exposed side chains. It is also worth noting
that these salt bridge distances in simulation don't seem to correlate with flap RMSDs
directly. Therefore, we hypothesize that, although elbow salt bridges were shown to
contribute to flap opening rate in HIVPR GB simulations, they themselves are not able to
cause flap opening. Instead, they may act by increasing/decreasing the chance of flap
opening upon formation/breaking.

Shang et al. Page 8

J Mol Graph Model. Author manuscript; available in PMC 2012 July 05.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Conclusion
Here we present our finding that Hn (Hn: Hε and 4 Hη on Arg side chain) intrinsic radii in
mbondi2 should be reduced for GB simulations with ff99SB/GB-OBC. It was previously
suggested that a hydrogen atom's radius in GB simulation should be smaller when the
electronegativity of its bonding partner is greater [39]. Our results in a small-peptide system
and in a macromolecular system both verified the approach of reducing Hn radii. Therefore,
differentiating the intrinsic radii of Hn atoms from those of backbone hydrogen atoms may
be necessary in order to achieve better GB simulation results, and we suggest considering
1.1 Å Hn radii for peptide or protein simulations with ff99SB/GB-OBC.

Moreover, we found that the overestimation of salt bridge strength exists in PB calculations
as well. Therefore, optimizing intrinsic radii may be needed for all implicit solvent models.
To optimize intrinsic radii, using explicit solvent simulation data as the standard, as
performed previously [65], could be preferable.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
HIVPR. Two monomers are colored in cyan and yellow. Protease's flap, elbow, cantilever
and termini region are labeled with black text. There are four salt bridge pairs involving Arg
near elbow region (two on each monomer). These salt bridges as well as catalytic site
residues are shown in ball representation. The figure was generated using a crystal structure
(PDB ID 1HVR).
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Figure 2.
Potential of mean force (PMF) for small peptide Arg-Glu salt bridge distances in different
solvent models, at 300K. Error bars in each set were obtained by comparing PMF generated
using the first and second half of data.

Shang et al. Page 14

J Mol Graph Model. Author manuscript; available in PMC 2012 July 05.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
Cluster analysis results. Cluster analysis was done on combined trajectory including EXP
simulation, GB 1.1 Å Hn simulation, GB 1.2 Å Hn simulation and GB 1.3 Å Hn simulation
trajectories. Representative structures of four largest clusters (cluster 1, cluster 3, cluster 4
and cluster 24) are shown in figure A. The structural distribution of each GB simulation is
plotted against EXP's in figure B, C and D, with the axes indicating the percentage of
structures that fall into a given cluster. Ideally if a certain GB model is 100% correlated with
EXP, all clusters should be equally populated by GB and EXP structures (all data points
would be on the diagonal) indicating that the GB simulation provides an excellent
reproduction of salt bridge behavior in EXP.
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Figure 4.
Lowest energy profile of GB or PB implicit solvent models using 1.1 Å or 1.3 Å Hn radii.
Each point on a curve represents the average energy of 20 lowest energy structures whose
salt bridge distances fall in corresponding distance range (bin size 0.1 Å). Each curve's
minimum was zeroed for easier comparison. Error bars in each set were obtained by
comparing PMF generated using the first and second half of data.
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Figure 5.
PMF of salt bridges involving Arg in HIVPR simulation, showing salt bridge distances
between Arg57_Cζ and Glu35_Cδ on each monomer (figure A and B), and between
Arg41_Cζ and Asp60_Cγ on each monomer (figure C and D). Error bars in each set were
obtained by comparing PMF generated using the first and second half of data.
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Figure 6.
Salt bridge distance and flap RMSD for HIVPR simulations. A-B: 1.3 Å radii GB
simulation. C-D: TIP3P EXP simulation. E-F: 1.1 Å radii GB simulation. Salt bridge
distance: for each simulation, distances between salt bridge atom pairs (Arg57_Cζ to
Glu35_Cδ, Arg41_ Cζ to Asp60_Cγ on one monomer first, then those on the other
monomer) are plotted in orange, red, blue and cyan, respectively. Flap RMSD: HIVPR is
overlapped with either closed crystal structure (black line, PDB ID 1HVR), or semiopen
crystal structure (red line, PDB ID 1HHP). Low values for the black line indicate that flaps
are in closed state, while low values for the red line indicate that flaps are in semiopen state.
The final frame of each simulation is shown above RMSD curves.
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