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Hospital Standardized Mortality Ratios:
Sensitivity Analyses on the Impact
of Coding
Alex Bottle, Brian Jarman, and Paul Aylin

Introduction. Hospital standardized mortality ratios (HSMRs) are derived from ad-
ministrative databases and cover 80 percent of in-hospital deaths with adjustment for
available case mix variables. They have been criticized for being sensitive to issues such
as clinical coding but on the basis of limited quantitative evidence.
Methods. In a set of sensitivity analyses, we compared regular HSMRs with HSMRs
resulting from a variety of changes, such as a patient-based measure, not adjusting for
comorbidity, not adjusting for palliative care, excluding unplanned zero-day stays end-
ing in live discharge, and using more or fewer diagnoses.
Results. Overall, regular and variant HSMRs were highly correlated (r40.8), but
differences of up to 10 points were common. Two hospitals were particularly affected
when palliative care was excluded from the risk models. Excluding unplanned stays
ending in same-day live discharge had the least impact despite their high frequency. The
largest impacts were seen when capturing postdischarge deaths and using just five high-
mortality diagnosis groups.
Conclusions. HSMRs in most hospitals changed by only small amounts from the
various adjustment methods tried here, though small-to-medium changes were not
uncommon. However, the position relative to funnel plot control limits could move in a
significant minority even with modest changes in the HSMR.
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Mortality is a commonly used outcome measure that has been shown to
correlate with quality of care in a number of studies (Pitches, Mohammed, and
Lilford 2007). The U.K. government’s 2010 White Paper makes clear its ‘‘re-
lentless focus’’ on outcomes, such as death rates (Department of Health 2010).
Hospital standardized mortality ratios (HSMRs) are an overall measure of in-
hospital death and are in use in a growing number of countries, of which some
such as England and Canada make the figures public. In the version by Jarman
et al. (1999) they are derived from administrative data commonly used for
billing and cover the diagnosis groups that comprise 80 percent of the deaths
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in hospital (which covers around 30 percent of admissions in England). An
HSMR is the ratio of the observed to expected deaths, multiplied by 100.
The expected deaths are derived from logistic regression models that
include available case mix variables. In the United States, HSMRs have
been calculated since 2002 using a similar methodology to that described
above from 1998 to 2008, at the Institute for Healthcare Improvement (IHI)
using Centers for Medicare and Medicaid Services data for Medicare-only
cases and Agency for Healthcare Research and Quality all-payer data
(which covers a 20 percent sample of U.S. hospitals). The Medicare HSMRs
are made available to any U.S. hospitals that write to IHI requesting them. In
addition, since 2005, monthly HSMRs have been calculated for about
200 U.S. hospitals that upload their data each month, the results being
made available online. IHI set up the Move Your Dott program, an effort to help
hospitals know more about and improve their organizational performance in
terms of mortality (Move Your Dott 2003). The Canadian Institute for Health
Information have released its figures each year since 2008 and Holland is
preparing to do so in 2011. In England, HSMRs are made available online
together with their funnel plot band that uses 99.8 percent control limits, but
some hospitals also use the HSMR values themselves to track changes over
time. As with any indicator, particularly one reported publically, it is important
to know its properties and how sensitive it is to changes in its construction.

The case mix adjustment used with HSMRs has been criticized (Black
2010; Lilford and Pronovost 2010; Mohammed et al. 2009) because for some
variables it depends on the accuracy of clinical coding, in particular secondary
diagnoses for comorbidity and palliative care. Some potentially valid theo-
retical concerns have been raised, particularly but not exclusively regarding
case mix adjustment, but to date little robust quantitative evidence has been
presented as to the size of their effect (Nicholl 2007). We discuss method-
ological issues concerning the measure’s construction in detail elsewhere
(Bottle, Jarman, and Aylin 2011), but the main criticisms are as follows:

� Much hospital activity is excluded and so alternative formulation of
the HSMR could lead to alternative conclusions about a hospital’s
mortality (Shahian et al. 2010).
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� Many unpreventable deaths are included such as palliative care pa-
tients, which are not reliably flagged in administrative data partly due
to inadequate coding guidelines.

� An increasing number of short-stay observation patients are being
included, inflating the denominator.

� Likewise, multiple admissions per patient can inflate the denominator.

� Comorbidity adjustment depends on coding of secondary diag-
noses, which could introduce bias due to variable recording between
hospitals.

� Failure to capture posttransfer or postdischarge deaths may intro-
duce bias due to differing discharge policies and intermediate care
provision.

The Department of Health in England is undertaking a review of
HSMRs on behalf of the National Quality Board (the joint statement is avail-
able at http://www.dh.gov.uk/en/Publicationsandstatistics/Publications/
PublicationsPolicyAndGuidance/DH_113024) and is considering these prob-
lems in its attempt to recommend a hospital mortality measure for the NHS. In
this study, after briefly describing and presenting the statistical performance of
the regular model, we demonstrate the impact of the key coding and other
issues listed above on HSMRs using a set of sensitivity analyses on national
English administrative data.

METHODS

‘‘Regular’’ HSMR Model

In England, HSMRs are derived from the national administrative dataset
covering all NHS (public) hospitals, hospital episode statistics (HES). The
expected deaths in an HSMR are the sum of the individual patients’ predicted
risks derived from a set of logistic regression models, one model for each of the
56 component diagnosis groups (ICD10 codes were grouped using the
Agency for Healthcare Research and Quality’s Clinical Classification System
[CCS]——follow the links on http://www.ahrq.gov/qual). The HSMRs are cal-
culated as part of a monitoring system based on individual diagnoses and
procedures described elsewhere (Bottle and Aylin 2008). In-hospital death at
any time is used as the outcome measure. In this paper we built the models
using 4 years of admissions (discharges in the financial years 2005/2006–2008/
2009), excluding records with missing data (for age, sex, or length of stay) or
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admissions with other primary diagnoses. For each diagnosis group, all the
candidate variables were retained, even if not statistically significant, as the
goal was confounder control. The variables were age, sex, diagnosis subgroup,
financial year, month of admission, method of admission (planned or un-
planned), Charlson index of comorbidity (Sundararajan et al. 2004), palliative
care flag, number of unplanned admissions in previous year (0, 1, 2, 31),
source of admission (where the patient was admitted from), ethnic group, and
population-weighted area-level Carstairs deprivation quintile (Carstairs and
Morris 1989). The Charlson index was fitted as a continuous variable, with all
others fitted as categorical variables (the age groups were under 1, 1–4, 5–9,
and in 5-year bands up to 901). It was sometimes necessary to omit the source
of admission from the model to achieve convergence. For simplicity, no ad-
justment was made for the clustering of patients within hospitals and only the
main effects for the variables were fitted. We will refer to this set of 56 models
as the ‘‘regular model’’ and to the resulting HSMRs as ‘‘regular HSMRs.’’ For
each of the 56 groups, we calculated the discrimination of the model using the c
statistic (ability of the model to give a higher probability of death to admissions
ending in death than to admissions ending in live discharge) and proportion of
variation for which the model accounted (using the McFadden adjusted r2).
We also calculated the ‘‘adequacy’’ of each covariate (Harrell 2001). This
describes the proportion of the total variation explained by the model for
which each variable accounts, and thereby identifies which are the most im-
portant variables. Lastly, we calculated the overall discrimination for the 56
groups combined.

Sensitivity Analyses

To assess the magnitude of the effect of some of the key criticisms of HSMRs
around clinical coding and denominator inflation, we fitted nine new series of
logistic regression models using the same 4 years as above with some key
differences from the regular model. For the first and second series, we sorted
admissions during the 4 years by pseudonymized patient identifier (combi-
nation of date of birth, sex, and postcode: the HES identifier was not available
for all years) and dates of admission and discharge. We then took (i) the
patient’s first and (ii) their last admission during the 4-year period and fitted
models with the usual set of covariates. These are two options for producing a
patient-based rather than the usual admission-based measure.

Originally, HSMRs did not include adjustment for palliative care, but we
introduced it in 2004/2005 following requests from several hospitals who felt
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they were being unfairly penalized for having on-site palliative care facilities.
Since then, palliative care recording in HES has doubled to 0.6 percent of all
inpatients and 1.5 percent of HSMR admissions in 2008/2009; the proportion
of all deaths flagged with palliative care codes rose from 3.0 to 9.1 percent in
the same period, although in some hospitals it is much higher than this. In the
third series of regression models, the only change from the regular method was
that we did not adjust for palliative care.

In the fourth series of models, the only change from the regular method
was that we did not include the Charlson comorbidity index as a covariate.
This index covers 17 conditions such as diabetes, liver disease, and cancer and
is derived from secondary diagnosis fields. HSMRs resulting from this
series are therefore the same as the regular HSMRs but without comorbidity
adjustment.

Fifth, we excluded unplanned admissions with zero length of stay (i.e.,
the patient was admitted and discharged on the same day) ending in live
discharge. Their numbers have been rising steadily for several years and
accounted for 15.4 percent of all inpatients in 2008/2009. It has been sug-
gested that this is potentially denominator inflation that varies by hospital, as a
sizeable proportion of these could be admissions to an observation or assess-
ment unit rather than to the hospital proper, and could affect the HSMRs.
Unlike datasets for some other countries, HES data do not flag periods spent
on observation wards. A patient who leaves hospital on the same day as being
admitted with a recorded diagnosis of AMI, for example, is unlikely to have
had an AMI and tends to be excluded from such models (Krumholz et al.
2006).

Sixthly, we combined three of the above changes: no adjustment for
Charlson or for palliative care and the exclusion of unplanned admissions with
zero length of stay ending in live discharge.

Variations in the proportion of deaths occurring outside acute hospitals,
particularly in community establishments such as care homes, have been
shown to vary by region (Seagroatt and Goldacre 2004). We obtained death
registrations linked to hospital admissions from the Office for National Sta-
tistics and derived a 30-day total mortality variable with the value 1 if the date
of the death registration occurred o30 days after the admission date and 0
otherwise. Our seventh variant used the regular set of models with the only
difference being the use of this 30-day total mortality outcome instead of
in-hospital deaths.

Next, we derived HSMRs using all deaths (i.e., for all 259 CCS groups).
As the numbers of deaths in a group were often very small for the groups not in

HSMR Sensitivity Analyses 1745



the regular set of 56, we used indirect standardization for these groups by age
group, sex, and method of admission, using the whole country as the standard.

Lastly, we tried a quite different formulation using just five diagnosis
groups: acute myocardial infarction, stroke, fractured neck of femur, heart
failure, and pneumonia. Several of these groups are acute events and for all of
them mortality is recognized as a key indicator. These five are likely to be a
more focused subset with a lower proportion of palliative or end-of-life care
patients and might better represent preventable deaths. The five models for
these HSMRs were taken from the set for the regular version.

For all series, we present HSMRs for patients discharged in the financial
year 2008/2009 by summarizing the differences between regular and the nine
sets of variant HSMRs in bands ofo5, 5–9, and 101 and in terms of change in
funnel plot outlier status using 99.8 percent exact Poisson control limits, noting
how many move from ‘‘average’’ (within the control limits) to ‘‘high’’ (above
the upper control limit), for example.

RESULTS

During the 4-year period, there were 11,269,377 admissions for the 56 CCS
groups making up the HSMR, including 851,671 in-hospital deaths (7.6 per-
cent case fatality rate). There were 930,677 30-day total deaths (8.3 percent
case fatality rate). The c statistic for the regular model as a whole for 2008/2009
was 0.87 (values above 0.8 are often considered to show good discrimination).
Among the 56 CCS groups, discrimination varied from 0.66 (senility and
organic mental disorders) to 0.95 (breast cancer) and the proportion of vari-
ation explained by the model (the r2) from 5.8 percent (senility and organic
mental disorders) to 42.7 percent (breast cancer). The most important variable
in terms of explaining the variation in patient-level mortality was most com-
monly age (35 out of 56 models) or method of admission (14 models, Table 1).
In four models, Charlson was the most important and in just one this was
palliative care. The second most important variable was typically Charlson (27
models) or age (10 models), with palliative care next at eight models.

Size of the Differences between Regular and Variant HSMRs

The variant chosen affected the number of admissions and deaths covered.
Using the patient’s last admission in the 4-year period used in the modelling
inevitably resulted in a much larger number of deaths compared with using
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the first; the ratio of deaths using the last admission compared with the first
ranged between hospitals from 1.6 to 2.8.

The exclusion of zero-day unplanned stays ending in live discharge led
to the omission of 13.4 percent of admissions in the 56 CCS groups covered by
the HSMR in 2008/2009 (this figure was 11.0 percent in 2005/2006). This
ranged between hospitals from 7.5 to 29.4 percent. Using the five diagnosis
groups covered 5.7 percent of admissions (range between hospitals 2.4 and
9.5) and 31.2 percent of deaths (range 18.4–44.2).

The correlation between the set excluding zero-day unplanned stays
ending in live discharge and the regular HSMR was 0.99 and this modification
had the least impact, followed by using 100 percent of admissions. For the other
variants, changes of up to nine points were common (Table 2). Less often,
larger changes were seen, particularly when using just five diagnosis groups.
For example, one hospital was notably affected when using the last admission
per patient. Two other trusts stand out as being particularly affected by the
adjustment for palliative care, their HSMRs changing from around 90 to
around 110. Both trusts had higher than average recording of palliative
care (4.5 and 6.0 percent compared with 1.5 percent nationally) and their

Table 2: Differences between ‘‘Regular’’ HSMRs and the Nine Variants

Variant

Differences Compared with ‘‘Regular’’ HSMRsn

Minimum and
Maximum
Difference

Number of
Trusts (%) with

Differences of
0–4.9 Points

Number of Trusts
(%) with

Differences of
5–9.9 Points

Number of Trusts
(%) with

Differences
of 101 Points

First admission per patient � 13, 110 121 (82) 22 (15) 4 (3)
Last admission per patient � 24, 19 117 (80) 29 (20) 1 (1)
No Charlson adjustment � 8, 110 124 (84) 23 (16) 0 (0)
No palliative care

adjustment
� 7, 119 117 (80) 28 (19) 2 (1)

Unplanned admissions of
zero days’ stay ending in
live discharge excluded

� 4, 15 147 (100) 0 0

The above three changes
combined

� 13, 121 95 (65) 40 (27) 12 (8)

30-day total mortality � 15, 115 89 (61) 46 (31) 12 (8)
Using 100% of admissions � 6, 18 142 (97) 5 (3) 0
Using just five diagnosis

groups
� 17, 118 89 (61) 42 (29) 16 (11)

nDifferences are calculated as variant HSMR minus regular HSMR.

HSMR, hospital standardized mortality ratio.
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percentage of inpatients so flagged rose during the 4 years used in the regression.
More important for the HSMR, these two trusts recorded around half of their
deaths with palliative care in 2008/2009 HSMR admissions. The changes in
HSMRs when no adjustment was made for Charlson were very similar to those
without adjustment for palliative care, though the range was smaller (Figure 1).

The distribution of differences in HSMRs is fairly symmetrical between
� 4 and 14 (Figure 1) and exactly half of the 26 differences over five points are
positive. The counts at 15, 17, and 18 in Figure 1 exceed their counterparts
at � 5, � 7, and � 8. Of the 14 hospitals whose HSMRs rose by five or more
points when not adjusting for Charlson, four were flagged as high and all had
HSMRs now of 100 or over (all but two had regular HSMRs of 100 or over). Of
the nine hospitals whose HSMRs fell by five or more points, just four now had
HSMRs of 100 or over (seven had regular HSMRs of 100 or over).

The correlation between the regular HSMRs and those based on all
deaths within 30 days of admission was 0.84. Hospitals with more postdis-
charge deaths were affected more by this modification to the method; the
correlation between the proportion of deaths within 30 days of admission that
occurred after discharge and the difference in the two HSMRs was negative at

Figure 1: Differences in Hospital Standardized Mortality Ratios (HSMRs)
for 2008/2009 for Acute Non-Specialist Trusts between the Regular Models
and Those without Adjustment for Comorbidity (Expected Counts Were
Derived from Models Using Data for 2005/2006 to 2008/2009)
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� 0.68 (po.001). The HSMRs based on 30-day total mortality did not cor-
relate at all with the proportion of deaths within 30 days of admission that
occurred after discharge (r5 0.02, p 5 .77), whereas the regular HSMRs did
show a modest correlation with this proportion (r5 � 0.36, po.001).

Changes in Funnel Plot Outlier Status

Table 3 summarizes the proportion of hospitals flagged as high and as low with
each method and also notes how often the outlier status changes. The pro-
portions of flagged outliers was similar across the methods but was lower when
using the first admission per patient and clearly lowest when using just five
diagnosis groups. Using the last admission per patient resulted in the largest
proportion being flagged as low outliers.

Compared with the regular HSMRs, a small number of hospitals moved
from ‘‘average’’ to ‘‘high’’; this movement was greatest with 30-day total mor-
tality, which saw 12 hospitals (8 percent) newly labeled ‘‘high.’’ It was more
common for hospitals to change from ‘‘high’’ with the regular HSMRs to
‘‘average,’’ particularly when using the first admission per patient or using just
five diagnosis groups. Excluding unplanned admissions of zero days’ stay
ending in live discharge had the smallest effect on outlier status.

All of our comparisons are between the variant and the regular HSMRs,
but the difference in the proportion of hospitals flagged as outliers between
using the first and using the last admission per patient was surprising and worth
a comment here. Using the last admission per patient led to many more deaths
being included and therefore reduced the width of the control limits. It was
then possible for the HSMR to remain unchanged in value or even be slightly
higher using the last admission per patient but yet move funnel plot banding.
In just five out of the 21 hospitals flagged as low using the last admission but
not low using the first was the difference in the two HSMRs 4five points. The
two distributions of HSMRs are comparable (Figure 2).

Across all the variants that we tried, in just one case was a change from
low to high or from high to low observed (one hospital flagged as low with the
regular version changed to high after making three changes to the model).

DISCUSSION

Summary of Findings

In this study, we have taken the current HSMR model and run a series
of sensitivity analyses to determine how coding and some alternative
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formulations affect both the point estimate and its position in funnel plot
bandings. The impact of the nine sets of changes was very variable. The
inclusion of 100 percent of in-hospital deaths and the exclusion of unplanned
zero-day live discharges each made relatively little difference. Correlations
between the regular and the variant HSMRs were generally very high, but
occasionally the choice of method had a large impact on the HSMR’s point

Figure 2: Hospital Standardized Mortality Ratios (HSMRs) for 2008/2009
for Acute Non-Specialist Trusts: Taking the First Admission per Patient versus
Taking the Last Admission per Patient (Expected Counts Were Derived from
Models Using Data for 2005/2006 to 2008/2009)
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estimate. This was especially true for two hospital trusts when palliative care
was not included in the model. However, using just five diagnosis groups for
which mortality is a commonly used measure often led to large changes in the
point estimate and a notable reduction in the number of both high and low
outliers (i.e., much less overdispersion). Combining three of the changes and
using total 30-day mortality also resulted in many 5–10 point and sometimes
larger differences. Most of the variants tried here reduced the number of
hospitals flagged as high, particularly the two using one admission per patient
during the 4 years of data used in the modelling and HSMRs based on five
diagnosis groups. We now consider our findings with respect to each of the
criticisms of HSMRs listed in the introduction.

Relevance of Findings to Criticisms

� Much hospital activity is excluded and so alternative formulation of the
HSMR could lead to alternative conclusions about a hospital’s mortality.

Including all admissions rather than just those accounting for 80 percent of
deaths usually had modest impact on the HSMR values, though four hospitals
were flagged as high with this variant that had been labelled as average using
the regular version.

� Many unpreventable deaths are included such as palliative care pa-
tients, which are not reliably flagged in administrative data partly due
to inadequate coding guidelines.

Two hospitals were greatly affected when we did not adjust for palliative
care and 22 hospitals in total had changes of 10 or more points in their HSMRs.
The number of hospitals flagged as high fell by five. One explanation for this is
that the coding of palliative care is unreliable and has introduced bias. Any use of
the palliative care flag in a mortality indicator could be a potential opportunity for
gaming, unless there were strictly controlled coding criteria and regular audits.

� An increasing number of short-stay observation patients are being
included, inflating the denominator.

These admissions are indeed common in England, though their exclu-
sion made the least impact of all the modifications we tried. Nonetheless, there
were occasionally large differences and one hospital labeled average with the
regular version was now flagged as high.

� Likewise, multiple admissions per patient can inflate the denominator.
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Using either the first or the last admission per patient led to a reduction in
the number of hospitals flagged as high; using the first, fewer hospitals were
also flagged as low, but using the last, nearly one in four hospitals were labeled
as low. The latter fact was not due to large changes, however, as Figure 1
shows, and seems to be partly due to narrower control limits when using the
patient’s last admission. There are other options for creating a patient-based
HSMR, each with its own features (Bottle et al. 2011).

� Comorbidity adjustment depends on the coding of secondary diag-
noses, which could introduce bias due to variable recording between
hospitals.

The Charlson index was often the second most important variable in the
risk models after age or method of admission and not adjusting for it led to
changes of between � 8 and 110 in the HSMR. Five hospitals were now
flagged as high instead of average and eight now flagged as average instead of
high. The ‘‘real’’ level of comorbidity at a given hospital is unknown (but see
Data quality issues), but one might hypothesize that if adjustment for comor-
bidity introduces bias then there would be some systematic change. While the
distribution of differences in HSMRs with and without comorbidity adjust-
ment as shown in Figure 1 was fairly symmetrical, rises of five points or more
without adjustment were mostly seen in hospitals with regular HSMRs of 100
or over and not seen in any flagged as low. One interpretation of this is that this
group of hospitals have different levels of coding from average, but equally it
might also be true that they have genuinely higher levels of comorbidity
among their patients than average and therefore the adjustment is warranted.
It is not possible from these data to distinguish between these explanations.
Our impression is that gaming of comorbidity via secondary diagnoses is not
common in England.

� Failure to capture posttransfer or postdischarge deaths may intro-
duce bias due to differing discharge policies and intermediate care
provision.

The HSMRs using 30-day total mortality captured postdischarge deaths,
unlike the regular set, and frequently led to differences of between 5 and 15
points as well as changes in outlier status. The regular HSMRs were correlated
with postdischarge deaths, but unsurprisingly those based on 30-day total
deaths were not. This criticism seems justified for some hospitals even if the
majority are little affected. The new NHS hospital mortality measure is likely
to include out-of-hospital events, perhaps even until 28 days after discharge, to
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make the hospital ‘‘responsible’’ for the patient throughout this period. How-
ever, one cannot tell from the data whether the patient was discharged home
to die due to their preference for place of death or was discharged prematurely
and died as a (partial) consequence of care. A hospital may perhaps with some
justification say that a death occurring out of hospital should not be attributed
to them, as they have no further control over the care of that patient.

That a different formulation of a hospital mortality measure can lead to
differences in the point estimate and sometimes also in the funnel plot bands is
perhaps not surprising. In their recent comparison of four mortality ‘‘prod-
ucts’’ in the United States, Shahian et al. (2010) found that the four versions
had just 22 percent of the patients in common and were only moderately
correlated with each other. Sometimes, as we have seen in the present study,
this resulted in different conclusions regarding a hospital’s outlier status
(though they used 95 percent confidence intervals instead of our 99.8 percent
control limits). This led the Massachusetts Division of Health Care Finance
and Policy to conclude that none of the four was suitable for public reporting
of hospital mortality. However, the same group also surveyed the views of the
hospital and invited them to undertake a case note audit (chart review) after
receipt of their mortality reports. Results of this were not mentioned in the
paper but are presented in their full report (Normand et al. 2010). This found
that the majority of hospitals surveyed found one or two of the four vendors’
standard reports to be a helpful screening tool, providing additional insights
not revealed by current internal quality reviews. The reports of two of the
vendors correctly identified situations in the majority of hospitals requiring
further investigation for potential quality of care problems. This suggests to us
that some formulations of the HSMR are more useful than others and that the
challenge for the indicator developer is to maximize the signal-to-noise ratio.

Data Quality Issues

The case mix variables generally accounted for a modest proportion of the
variation in the odds of death within a diagnosis group. Age and method of
admission were usually the most important, with comorbidity as measured by
the Charlson score commonly the second most important. For several cancers,
palliative care was the second most important covariate. Both comorbidity
and palliative care are derived from secondary diagnosis codes (the latter also
from the specialty) and not adjusting for them was seen to result in small-to-
moderate changes for most hospitals. It should be borne in mind that
the ‘‘real’’ HSMR for any given trust——that calculated on using 100 percent
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accurate data——is of course unknown. HES data have long been criticized for
data quality problems, and notable variations in recording still exist between
trusts. The Audit Commission’s Payment by Results data assurance frame-
work audits, which assess the accuracy of primary and secondary diagnosis
and procedure codes in a sample of records at every trust, showed a reduction
in overall and inter-quartile range error rates from 2007/2008 to 2008/2009
(Audit Commission 2009), though some trusts have considerable problems in
some areas. We found that some trusts flag a high proportion of their HSMR
deaths as having palliative care, and the guidelines for coding palliative care
have resulted in differing interpretations by coders. This led to the formulation
of new Connecting for Health guidelines in March 2007. These allowed trusts
to code any patient that had a noncurable illness and had advice from any
member of a palliative care team to be coded as palliative care. The Canadian
experience has shown the palliative care flag to be difficult to define and apply
consistently (Downar, Sibbald, and Lazar 2010).

More promising is the set of new guidelines concerning comorbidity
recording. Current guidance states that any comorbidity that affects the man-
agement of the patient and contributes to an accurate clinical picture within
the current episode of care must be recorded, but others should not be. This
has led to difficulties deciding the relevance of a given condition in a given
admission. In the first stage of their review, the NHS Classifications Service
working group produced a list of 61 comorbidities that, from April 2010, must
always be recorded (NHS Classifications Service 2010a). Many of these are
contained within the Charlson index, which should improve the models’
performance.

The importance of the issues raised in this study will vary by country as,
for example, the recent rise in short-stay unplanned admissions seen in England
may have its roots in problems specific to the NHS. Although no ‘‘gold stan-
dard’’ for overall in-hospital mortality exists, analyses such as ours can increase
our knowledge of how such indicators perform under different conditions.
When a hospital claims that ‘‘our [typically high] HSMR would be much lower
if you took out the palliative care patients in our on-site hospice,’’ for example
(not an actual quote), the truth of the claim can be readily assessed.

CONCLUSIONS

Despite the theoretical concerns about bias raised by several groups including
us, HSMRs in most hospital trusts were in practice usually only modestly
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affected by the differences in the predictive models that we tried here: high
stayed high and low stayed low, though there could be plenty of movement in
the middle. However, there were a few notable exceptions, particularly when
not adjusting for palliative care, and even small changes could result in a
change of outlier status. A hospital with a regular HSMR of 105, labeled as
average, could easily see this drop to 100 or rise to 110 with a different for-
mulation; a minority might see a difference of 10 or more points, particularly if
considering just the five diagnosis groups that we combined here. Critics of
HSMRs may seize on this as proof that the measure is unreliable and some-
times prone to bias. We believe that our results show some evidence of bias
regarding palliative care recording and discharge policies and therefore
HSMRs would be improved with better coding guidelines (and new ones were
issued in June 2010 NHS Classifications Service 2010b) and timelier linkage
with out-of-hospital deaths. The phenomenon of multiple admissions per pa-
tient did appear to increase the number of funnel plot outliers and a patient-
based measure may be preferable, though it is not clear which admission
should represent a given patient. In contrast, we did not find evidence of
widespread bias regarding comorbidity recording, bias due to the omission of
low-mortality admissions, or bias due to the inclusion of observation ward or
medical assessment unit patients.

Extending the HSMR to cover all admissions made little difference,
whereas using only five diagnoses had considerable impact and reduced the
number of outliers and overdispersion, and would be worth considering as an
alternative. Whatever the formulation of the HSMR, it is clear that the focus
should not be on the point estimate, even though the NHS seems at last to be
moving away from league tables. Alternatives included the use of banding,
such as derived from funnel plots as used here or Bayesian ranking (Marshall
and Spiegelhalter 1998), and the presentation of confidence intervals.
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