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Abstract
The aim of this study is to design and test a new high resolution hybrid depth of interaction (DOI)
detector for a dedicated breast PET/CT scanner. Two detectors have been designed and built. The
completed detectors are based on a 14×14 array of 1.5×1.5×20 mm3unpolished lutetium
orthosilicate (LSO) scintillation crystals, with each element coated in a 50 μm layer of reflective
material. The detector is read out from both ends using a position sensitive photomultiplier tube
(PSPMT) and a large active area (20 × 20 mm2) avalanche photodiode (APD) to enable
acquisition of DOI information. Nuclear instrumentation modules were used to characterize the
detectors’ performances in terms of timing, intrinsic spatial resolution (ISR) and energy
resolution, as well as DOI resolution with a dual ended readout configuration. Measurements with
the APD were performed at a temperature of 10°C. All crystals were identified at all depths, even
though the signal amplitude from the PSPMT decreases with depth away from it. We measured a
timing resolution of 2.4 ns, and an average energy resolution of 19%. The mean ISR was
measured to be 1.2 mm for crystals in the central row of the array for detectors in the face-to-face
position. Two off-center positions were measured corresponding to 26° and 51° oblique photon
incidence, and the mean ISR at these positions was 1.5 mm and 1.7 mm, respectively. The average
DOI resolution across all crystals and depths was measured to be 2.9 mm (including the beam
width of 0.6 mm). This detector design shows good promise as a high resolution detector for a
dedicated breast PET/CT scanner.

1. Introduction
Breast cancer holds the second highest mortality rate in women over 40 years of age, with an
estimated 39,520 deaths in 2011, compared to 71,340 for lung and bronchus cancer (Cancer
Facts and Figures 2011). This has prompted the growth of breast cancer imaging research,
part of which seeks to adapt existing molecular imaging techniques such as positron
emission tomography (PET), to dedicated breast imaging through the development of high
resolution PET detectors. PET is a technique that uses compounds labeled with positron
emitting nuclides, such as 18F-Fluorodeoxyglucose (18F-FDG) to quantify tissue function;
and it is routinely the modality of choice in assessing response to therapy, and tumor staging
and re-staging of advanced breast cancer (Eubank and Mankoff 2005, Linden et al. 2006).

Initial attempts at imaging the breast with PET were performed using a standard clinical
whole body PET (WBPET) scanner (Wahl et al. 1991). However, WBPET poses certain
limitations that result in inadequate sensitivity when detecting lesions smaller than 1 cm
(Avril et al. 2000): poor spatial resolution, signal loss due to attenuation in the body, and
poor annihilation photon sensitivity. To overcome such limitations, dedicated breast PET
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(DbPET) systems are designed to improve spatial resolution by reducing the scintillator
pixel size, increasing sensitivity by bringing the detector closer to the breast, and reducing
body attenuation effects by scanning only the breast.

Examples of such specialized detectors are found in Positron Emission Mammography
(PEM) systems (Thompson 1994, Moses 1995). PEM systems make use of planar detectors,
which can be integrated into paddles used to compress the breast during PEM. There are
several PEM systems under development (Murthy et al. 2000, Rosen et al. 2005, Karimian
et al. 2005, Wang et al. 2006) and one system is commercially available (Weinberg et al.
2004, Springer and Mawlawi 2011). However, spatial resolution gains from PEM detectors
are reduced by the geometrical configuration in which they are implemented. As a
consequence PEM cannot fully tomographically sample the breast, resulting in artifacts
(Smith et al. 2003) and the degradation of spatial resolution between planes parallel to the
compression paddles (or the z-direction), where the resolution tends to be ~8 mm
(MacDonald et al. 2009). Another related cause of spatial resolution degradation effecting
both planar and circular detector geometries is the parallax error. In PEM, parallax error
progressively blurs the in-plane spatial resolution towards the center of the field of view
(FOV). A detailed explanation of parallax error in general can be found in Cherry et al.
(2003). Fortunately, parallax error can be corrected if the depth along the crystal length,
where the annihilation photon interacted, is known. This implies that detectors with the
capability to encode the depth of interaction (DOI) are necessary for maintaining a uniform
spatial resolution across the FOV.

DbPET systems capable of complete tomographic sampling image the patient in the prone
position allowing the breast to hang pendant with minimal patient discomfort. In DbPET
systems, detectors are placed in close proximity to the breast and either encircle it or rotate
around it. Several DbPET systems have been built or are under development (Huber et al.
2006, Tai et al. 2008, Albuquerque et al. 2008, Ravindranath et al. 2008, Furuta et al. 2009,
Bowen et al. 2009, Moliner et al. 2010, Kitamura et al. 2010, Raylman et al. 2011). Parallax
error is the prime limitation in these geometries, due to the use of long crystals designed for
increased 511 keV photon detection efficiency and their proximity to the object. Therefore,
DOI detectors are the desired detector type for DbPET systems.

1.1. Detectors for depth of interaction encoding
The majority of DOI detector configurations can be categorized as, but are not limited to,
single-ended or dual-ended crystal readouts. See Ito et al. (2011) for a review of DOI
detector designs. A major drawback of single-ended readout detectors tends to be their poor
DOI resolution (4-8mm) (Yang et al. 2009). Dual-ended readout detectors can achieve
greater DOI resolution with better light collection efficiency. Photomultiplier tubes (PMT)
are large and bulky, hence, the use of photodiode arrays and avalanche photodiodes (APDs)
in a dual ended readout configuration has been considered and investigated (Moses et al.
1995, Gramsch 1996). Yang et al.(2006) reported an average DOI resolution of 3.4 mm for a
5×5 array of 1.5×1.5×20 mm3 coupled to two PSAPDs, and an energy resolution of 15% .

Although the DOI configuration with the PSAPD dual-ended readout can achieve a high
DOI resolution and provide a compact form factor, this configuration is limited in
coincidence timing performance. It has been shown that such a configuration could have a
coincidence timing resolution of 9.9 ns (Yang et al. 2008). This is a serious limitation in
breast imaging since a significant portion of the radiotracer is located outside the FOV,
increasing the random coincidence rate (Bowen et al. 2006). A hybrid dual-ended DOI
detector with a PMT and PSAPD can improve the coincidence timing resolution if the
coincidence trigger is taken from the faster PMT detector. Hybrid detectors have been
measured to have DOI resolutions in the range of 3-6mm (Chaudhari et al. 2008).
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1.2. Detector under investigation
The hybrid detector being investigated in this work is designed to achieve high sensitivity
while retaining uniform spatial resolution across the field of view, and at the same time be
capable of optimal operation in the high flux environments likely to be encountered in breast
imaging. This detector is expected to have a timing performance of a PMT based detector
with the added benefit of dual-ended DOI encoding. To this end the detector is configured
for DOI encoding with an APD on the patient end, and a position sensitive PMT (PSPMT)
on the opposite end (figure 1). The PSPMT is used to resolve event positions in the XY
plane (that is, crystal identification), and it also serves as the coincidence triggering device.
The APD serves only as a spectroscopy detector without spatial information. Its thin and low
attenuating body is favorable for placement at the patient end, allowing a high detector
packing fraction. The packing fraction can be high because the selected APD has an area
smaller than the scintillation crystal array face area, avoiding any overhang. The crystal
array was chosen to be of lutetium orthosilicate (LSO) for its fast and high light output
(Daghighian et al. 1993). The crystals were polished at the ends and unpolished on the sides,
with diffuse reflector on the 4 lateral faces. It is well known that unpolished crystals with a
diffuse reflector have increased light loss compared to polished crystalswith specular
reflectors (Shao et al. 2002), and hence, they are better suited for DOI encoding (Yang and
Dokhale 2006). This article reports the following characteristics of the hybrid detector for
being implemented into a full ring breast PET system: timing resolution, energy resolution,
DOI resolution, and intrinsic spatial resolution (ISR).

2. Materials and Methods
2.1. Detector fabrication

The scintillator was manufactured from LSO (Siemens, Knoxville, TN). The 14 × 14 array
of 1.5 × 1.5 × 20 mm3 LSO crystals was saw cut and left unpolished with 50 μm thick Toray
(Toray Industries Inc., Tokyo, Japan) reflector bonded between crystals on lateral faces and
on four external array faces (Agile Engineering Inc., Knoxville, TN). The final size of the
array was 22 × 22 × 20 mm3 including reflector material. A PSPMT (R8900-00-C12,
Hamamatsu Photonics, Iwata, Japan) was coupled to the end face of the scintillator array
with optical grease (BC-630, Saint-Gobian Crystals, Hiram, OH) and the other end was
coupled to a custom large active area planar (non-pixelated) PSAPD (Radiation Monitoring
Devices, Watertown, MA) with optical grease (figure 1). A faraday cage was built directly
on the PSPMT to eliminate electromagnetic field interference from the PSPMT to the
PSAPD preamps. A copper foil 0.0029 inch thick (Part: 76555A726, McMaster-Carr, USA)
with a non-conductive side was wrapped around the PSPMT steel case, and a transparent
stainless steel mesh with a wire diameter of 0.0012 inch (50 Mesh T316, TWP Inc.,
Berkeley, CA) was placed over the PSPMT entrance window and soldered to the copper
foil. The faraday cage was grounded on the PSPMT preamp boards. The PSAPD was
operated like an APD by connecting the four position information pins together (herein the
PSAPD will be termed APD), since only the energy information was needed.

The active area of the APD is 20 × 20 mm2 is slightly smaller than the LSO array; because
of this the APD only samples half the crystal for edge crystals and only a quarter crystal for
corner crystals (see section 1.2). The active area of the PSPMT is 23.5 × 23.5 mm2 and it
was read out by preamp boards purchased from Siemens (Part: 10097920, Siemens Medical
Solutions, Hoffman Estates, IL). The 12 anode signals from the C12 PSPMT were mapped
onto 4 channels by a resistive network (Seidel et al. 1999a). The APD is read out with a
preamp board designed and fabricated by our group according to Shah et al. (2002, 2004).
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The active area of the APD used in this work was 2.0 times larger than the largest APD of
this type used in a PET detector to date (Yang et al. 2011), and as such suffers from higher
noise. The noise level increases with active area; for example at room temperature an active
area of 14 × 14 mm2 has a measured noise level of 130 electron-rms (Shah et al. 2002)
compared to 175 electron-rms (RMD, personal communication, March 2, 2012) for a 20 ×
20 mm2 active area. To improve gain and reduce noise the APD was cooled to 10°C for all
measurements. Cooling was achieved by flowing chilled dry-air (XR401 Air-Jet, FTS
Systems, SP Industries, Stone Ridge, NY) into the closed plastic detector housing. Both
detector signals were processed using nuclear instrumentation modules.

2.2. Coincidence timing resolution
Two detector modules were assembled and coincidence data were acquired using a data
acquisition (DAQ) board (PD2-MFS-8-500k/14, UEI, Inc., Canton, MA, USA). A 2.5 cm
diameter cylindrical 68Ge positron-emitting source (Eckert & Ziegler, Valencia CA, USA)
was placed between them. The PSPMT channel sum pulse, of each detector, was passed
through a constant fraction discriminator (CFD) and qualified events were fed into a linear
fan in/fan out. One CFD output from each detector was sent to a logic unit for coincidence
check. The other was sent to a time to amplitude converter (TAC) as the start trigger. The
second detector pulse from the CFD, after coincidence, was sent to the TAC as the stop
trigger. At 15 minutes after the measurement was started, the stop trigger was delayed by 20
ns in order to create a second timing peak for calibration purposes. The acquired data was
plotted and fitted with a Gaussian function to determine the timing peak full width at half
maximum (FWHM).

2.3. Flood histograms and DOI
DOI resolution was measured with a single detector module and an electronically collimated
fan beam of annihilation photons, as shown in figure 2. The LSO array was irradiated from
the side with a fan beam 0.6 mm wide (at the crystal array entry point) at five depths, 4 mm
apart starting at 2 mm from the PSPMT-array coupling. The fan beam was created by only
accepting coincident events from a 0.25 mm 22Na point source (Eckert & Ziegler, Valencia
CA, USA) between a 0.6 × 32 × 20 mm3 LSO slab coupled to a single channel PMT
(Hamamatsu, R580) and the PSPMT coupled to the LSO array (Figure 2). The fan beam was
made wide enough in the transaxial plane (parallel to the PSPMT entrance window) to
irradiate all the crystals in the array at a given depth. The summed value of the four PSPMT
mapped channels is proportional to the deposited energy, and was passed through a CFD
with a threshold just above noise. After being thresholded, the summed pulse was sent to a
logic unit for coincidence check with the single channel PMT pulse. PSPMT coincidence
(2τ = 8ns window) events were then sent to a trigger guard with a 10 μs delay.

The trigger guard was created by increasing the CFD trigger width with a delay and trigger
generator. This was in place to prevent the loss of synchronization between the two DAQ
boards (Judenhofer et al. 2005), thus avoiding misaligned events between the PSPMT and
APD. The PSPMT DAQ board was triggered by the trigger guard output, which coincided in
time with the coincidence logic unit trigger. The amplitude of the 4 PSPMT channel signals
were digitized and list mode data recorded. The APD channel was fed directly to a second
and separate DAQ board for processing, triggered by the delayed (300 ns) PSPMT trigger.
Two DAQ boards with separate triggers were required since the PSAPD charge collection is
slower than the PSPMT’s (Chaudhari et al. 2008). The delay was selected such that the
PSPMT trigger edge coincided with the peak of the shaped APD signal. Each acquisition
collected 1 million counts. Two detector blocks were characterized in order to carry out the
intrinsic ~ spatial resolution measurement described in section 2.4.2.
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2.4. Energy and DOI resolution
The pulse height spectrum of unpolished crystals is highly dependent on crystal depth such
that without DOI information the energy resolution measurement may be sub-optimal
because a clear photopeak may not be identifiable. Hence the energy resolution was
measured using the same setup as for DOI resolution. The total energy deposition for a
single event was determined as the sum of the summed PSPMT signals and the APD signal
after gain calibration. The total event energy was used to measure the energy FWHM.

All raw data was analyzed using the process described by Chaudhari et al. (2008). In brief:
for each crystal a gain calibration constant, k, was determined, in order to correct for
differences in gain between the PSPMT and the APD. This constant was calculated by
taking the ratio of the central depth peak position in individual energy spectra collected for
the same crystal by the PSPMT and APD. The DOI position estimate was calculated as kP
SP MT/(AP D + kP SP MT); the ratio of the PSPMT energy over the summed total energy
of both the PSPMT and APD.

2.4.1. Repeatability of DOI measurement—To test the precision of the DOI
measurement, it was repeated 3 times. At each iteration the experimental setup was
completely disassembled and then reassembled. This was done using a 2 mm wide crystal
slab for electronic collimation instead of the 0.6 mm. The thicker slab was used to avoid
breaking the fragile thinner slab during the disassembly and reassembly process, and to
shorten the data acquisition time.

2.4.2. Intrinsic spatial resolution—The intrinsic spatial resolution (ISR) was measured
using the technique described by (Dokhale et al. 2006), assuming a detector ring diameter of
21 cm. In summary, the ISR was measured with the two detector blocks in three
orientations: face-to-face with gamma rays incident at 90°, oblique with incident ray at 26°
(45 mm radial offset) and 51° (81 mm radial offset), corresponding to 78% FOV of the 21
cm diameter ring of detectors (Figure 3(a)). For the face-to-face ISR measurement at the
center of the FOV, the 0.25 mm point source was stepped across the arrays in 0.1 mm
intervals. Two cases were examined in the oblique positions (1) the case where DOI
information was used, and (2) the case where DOI information was omitted. For the off-
center measurements the source was stepped in 0.3 mm intervals. This stepping process was
used for the DOI omitted case. The ISR forthe off-center measurements where the DOI
information was used, was determined by back-projecting lines of response (LOR) from a
central crystal in each detector (Figure 3(b)). The annihilation photon interaction positions
were calculated using the continuous DOI information from each detector. The DOI
corrected ISR was determined from a profile through the intersection of all the measured
LORs for a point source at single radial position. Three point source positions were analyzed
to determine an average ISR with DOI correction.

3. Results
3.1. Crystal identification

A flood histogram was created for each DOI depth and from coincidence timing
measurement data. Identification of all 196 crystals was possible in the flood histograms
from the timing data set and for all DOI depths, except for the one nearest the PSAPD. Near
the PSAPD, the edge and corner crystals are not fully delineated due to decreased light
collection by the PSPMT. However, crystal segmentation is still possible by the automated
segmentation algorithm we used (Chaudhari et al. 2008b). This method computes the crystal
boundaries using a flood histogram from the 2 mm depth (nearest the PSPMT) position,
which has fully defined crystal centers. The algorithm then deforms the template and
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registers it to the other floods to obtain a segmentation. An overlay of the segmentation over
the flood histogram is shown in figure 4(a). By comparing figure 4(b), (c), and (d); it is clear
that the corner and edge crystals are less identifiable at depths furthest from the PSPMT;
however, all inner crystals are fully resolved. Also, given the nature of the DOI experimental
setup, crystals further from the point source recorded fewer events, as can be seen in the
floods in figures 4(b)-(d). For the purpose of visualizing low count crystals, a histogram
equalization process was applied to the flood histograms (Figure 4 (e)-(g)).

3.2. Timing resolution
Figure 5 shows the coincidence timing spectrum for the entire array. Crystal-wise timing
resolution is shown in figure 6. The average crystal timing resolution is 2.3 ± 0.02ns. The
asymmetry in the left hand side of the curve in figure 5 may be caused by differences in the
detector’s readout electronics and their corresponding NIM electronics processing (Knoll
2000). This asymmetry is also seen in Moses and Derenzo (1999).

3.3. DOI resolution
The crystal-wise DOI resolution averages are tabulated in table 1. The DOI resolution
averaged over all depths and crystals is 2.9 mm. It is noted that the best DOI resolution is
found at the ends of the array nearest the photodetectors, with the poorest at the middle
depth. Figure 7 shows the DOI profiles at 5 depths along the crystal length for a center
crystal. For this center crystal the mean FWHM is 2.6 mm and the mean FWTM is 9.7 mm.
The relation between the calculated DOI position and the known DOI position was found to
be linear and uniform across crystals. A linear fit to the data resulted in a mean R2 of 0.996
across all crystals with a standard deviation of 0.0314. The precision of the experimental
setup to measure DOI and energy resolution for all crystals in the array was high with a
standard deviation of 0.12 mm and 0.64%, respectively (Table 2). Figure 8 shows the
average DOI resolution across crystals at each sampled depth. The inner crystals have the
best and most uniform DOI resolution in the array. The corner crystals are slightly worse
than the edge crystals, and the edge crystals have a poorer DOI resolution than the inner
crystals. This is mainly a result of the APD partially sampling the edge and corner crystals.

3.4. Energy resolution
The energy resolution (ER) was measured for every depth and crystal. The ER averages over
all crystals and depths are shown in table 1. The average ER over all depths for inner
(12×12) crystals is 19.1% and 21.6% for all crystals. Figure 9 shows the average ER
resolution across crystals at each sampled depth. The crystals were sorted into three crystal
groups: inner crystals, edge crystals, and corner crystals. The energy resolution averaged
across depths for each crystal group is: 19.1%, 28.2%, and 32.8 %, respectively. The error
bars indicate the standard deviation across crystals in a given group. It can be seen that the
ER progressively degrades closer to either photodetector and it is best in the middle (see
figure 9). This can be explained by considering that the amount of light collected by either
photodetector decreases as the distance from the interaction point to the photodetector
increases. Thus the combined energy resolution is best where most of the light produced by
the scintillation event is collected by both detectors, in this case the middle. For a central
crystal, the individual measured ER for the PSPMT ranges from 23.2%-26.1% depending on
depth. Likewise, the ER for the APD ranges from 21.8%-32.0%.

3.5. Intrinsic spatial resolution
The intrinsic spatial resolution at the center of the FOV is shown in figure 10 for a central
row of crystals. The mean ISR is 1.2 mm with a range of 1.1 mm - 1.3 mm and the
corresponding mean FWTM is 2.66 mm with a range of 2.0 mm - 2.9 mm. This ISR value
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represents the best ISR possible for the entire system. The outer crystals have the highest
ISR but also have fewer counts. This is attributed to the fact that edge crystals receive less
inter-crystal scatter than central crystals that are surrounded by other crystals. Near the edge
of the FOV the ISR is expected to degrade if parallax is not corrected. The ISR at 26°
oblique with no DOI corrections is ~4 mm (figure 11(a)). At the 51° position, where the ISR
degradation due to parallax is more pronounced, the ISR without DOI correction is ~6 mm
(figure 11(b)). When DOI corrected, the mean ISR at 26° and 51° for a single central crystal
is 1.5 mm and 1.7 mm, respectively (figure 12). The mean FWTM at these same positions is
3.3 mmand 3.8 mm, respectively.

4. Discussion
A hybrid detector with DOI capability is characterized for implementation in the next
generation DbPET system at UC Davis. This detector is expected to have a timing
performance of a PMT based detector with the added benefit of dual-ended DOI encoding.

Although the active area of the PSAPD is not large enough to completely sample the edge
and corner crystals, it was possible to calculate DOI and ER values for them based on
optical crosstalk with inner crystals. Furthermore, to address this issue we are currently
investigating the use of even larger APDs that fully sample all crystals in the array.
Preliminary measurements have shown that with a larger APD theedge and corner crystals
perform as well as inner crystals. The disadvantage of this arrangement is that the APD
packaging overhangs the front face of the crystal array resulting in a loss of geometrical
efficiency. However, in the current detector packing fraction is limited primarily by the
PSPMT size and the readout stack, because they are larger than the crystal array and the
APD. Axially, the PSPMT readout boards require that the crystal arrays be separated by 12
mm, but in the transaxial direction the separation between the edges of the array front face is
small, limited primarily by the APD. This implies that the APD does not effect packing
fraction in the axial direction. If the current APDs are used, the transaxial packing fraction is
optimized for a ring radius of 10 cm, allowing the crystal array front face edges to make
contact while the PSPMT envelope edges are also in contact.

In breast imaging, ER is important since only a small fraction of the injected activity
accumulates in the breast lesion, while a majority of the activity is outside the FOV. Thus,
random coincidence events are more probable in this scenario than in whole body PET
(Bowen et al. 2006). The greater contribution from randoms in breast imaging can be
reduced using a narrower energy window, which requires a good ER to maintain the noise
equivalent count rate. The current DbPET at UCDavis is known to have an ER ranging from
18% to 40% and an average ER of 25% (Wu et al. 2006). The detector investigated here
improves this value to a mean ER of 19% with a reduced variation. The ER attained with
this detector is worse than expected for typical PET detectors based on LSO because the
crystals are unpolished; thus, ER is traded-off for improved DOI (Shao et al. 2002). The
random coincidences can also be reduced by implementing a narrow coincidence timing
window. Given the 2.3 ns coincidence timing resolution measured this narrow window can
be achieved. More work to reduce this further is ongoing.

Spatial resolution is made more homogenous in the FOV when DOI is implemented and
therefore it is improved. This is important in breast imaging where the detectors are as close
as possible to the breast. This hybrid detector will allow for DOI encoding with a resolution
of ~3.0 mm. At the patient end of the detector where the majority of interactions are
expected the DOI is ~2.0 mm. Implementationof the DOI information in this detector has
shown to improve the ISR at the edge of the FOV from 6 mm to 1.7 mm. Comparing these
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ISR figures (the DOI case and the DOI omitted case) serves only as an engineering check,
since the methods used to determine the ISR in each case are different.

Implementing this hybrid design will present some data acquisition complications in a
complete scanner. The results measured here were obtained using NIM electronics, which
can easily be configured with multiple trigger outputs. However, the DAQ electronics
(Cardinal, Siemens Corp.) considered for the system design are optimized for single detector
triggers, and will require modifications to handle the charge collection delay of the APD.

5. Conclusion
In conclusion, we have characterized a detector design for use in a breast PET scanner. This
design will improve on spatial resolution and uniformity across the FOV compared to our
current prototype (Wu et al. 2009). The detector configuration will allow for a ring diameter
of 20 cm with no gaps between the front faces of the detectors, provided that the detector
envelope is of minimal thickness. In practice we expect the envelope to have a thickness of
1.5 mm. Additionally, the combination of the coincidence timing resolution and the fast
readout electronics to be used results in a scanner capable of effectively operating in the
expected high singles flux (Bowen et al. 2009).
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Figure 1.
Photograph of detector configuration. The external reflector is absent on the LSO array to
facilitate visualization of the crystal elements.
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Figure 2.
Schematic of the depth of interaction experimental setup.
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Figure 3.
(a) Intrinsic spatial resolution measurement setup. The black rectangles indicate the range of
the point source positions used to measure the point-spread-function for each configuration.
(b) DOI information from each crystal was used to calculate the photon interaction position
and back-project the corresponding line of response. The ISR with DOI was estimated from
the distribution of a profile through the focal plane of the reconstructed point source.
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Figure 4.
Flood histograms showing the crystal array identification. (a) all depths with automated
segmentation overlay. This flood was obtained from the timing resolution data set. (b) 2 mm
depth nearest to the PSPMT. (c) 10 mm center depth. (d) 18 mm depth nearest to the
PSAPD. (e)-(g) Histogram equalization was applied to (b)-(d) using the MatLab function
“histeq”; for better viewing of crystals with fewer histogram counts.
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Figure 5.
Coincidence timing spectrum for the entire array. The FWHM is 2.4 ns.
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Figure 6.
Coincidence timing resolution crystal by crystal for the entire array. The mean timing
resolution averaged across all crystals is 2.3 ns with a standard deviation of 0.20 ns.
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Figure 7.
DOI profiles for a single center crystal. The FWHM is shown for each profile with the
FWTM shown in brackets. APD side is at 20 mm and the PSPMT side is at 0 mm. This
orientation is used for all DOI measurements.
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Figure 8.
The mean DOI resolution across crystals for three crystal groups: inner crystals, edge
crystals, and corner crystals. The error bars indicate the standard deviation across crystals in
a given group. The DOI resolution averaged across crystals and depths for each crystal
group is: 2.4 mm, 4.0 mm, and 4.8 mm, respectively.
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Figure 9.
The mean energy resolution across crystals for three crystal groups: inner crystals, edge
crystals, and corner crystals. The error bars indicate the standard deviation across crystals in
a given group. The energy resolution averaged across depths for each crystal group is:
19.1%, 28.2%, and 32.8 %, respectively.
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Figure 10.
Intrinsic spatial resolution at the center of the FOV. The mean ISR is 1.2 mm with a range of
1.1 mm - 1.3 mm and the corresponding mean FWTM is 2.66 mm with a range of 2.0 mm -
2.9 mm.
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Figure 11.
ISR without DOI correction for a crystal in the central row of the crystal array. (a) at 26°
oblique the FWHM is 4.3 mm and the FWTM is 8.2 mm. (b) at 51° oblique the FWHM is
6.4 mm and the FWTM is 10.9 mm .
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Figure 12.
ISR with DOI correction at oblique incidence photon angles. (a) at 26° the mean FWHM is
1.5 mm and the mean FWTM is 3.3 averaged across three source positions separated by 1
mm displacements. (b) at 51° the mean FWHM is 1.7 mm and the mean FWTM is 3.8
averaged across three source positions separated by 2 mm displacements. For measurement
geometry see figure 3.
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Table 1

Mean DOI and energy resolution values for two separate detectors averaged across crystals and depths in each
array. The values in parenthesis is the standard deviation across crystals and depths. The columns “Inner
crystals” corresponds to the 12 ×12 inner crystals.

Detector 1 Detector 2

Parameter inner crystals only all crystals inner crystals only all crystals

DOI resolution 2.4 mm (0.14mm) 2.9 mm (0.89 mm) 2.5 mm (0.23 mm) 3.1 mm (1.9 mm)

Energy resolution 19.1 % (1.2 %) 21.6 % (5.1 %) 20.4 % (2.8 %) 23.2 % (5.7 %)
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Table 2

Results for repeatability of DOI measurement. The values are averages of all the crystals in the array.

Parameter Measurement 1 Measurement 2 Measurement 3 Standard Deviation

DOI resolution 3.1 mm 2.9 mm 3.1 mm 0.12 mm

Energy resolution 20.9 % 20.4 % 21.6 % 0.64 %
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