
Commentary

Switching on and off with RNA
Shoshy Altuvia*† and E. Gerhart H. Wagner‡

*Department of Molecular Genetics and Biotechnology, The Hebrew University–Hadassah Medical School, 91120 Jerusalem, Israel; and ‡Department of
Microbiology, SLU (Swedish University of Agricultural Sciences), Box 7025, 75007 Uppsala, Sweden

G lobal regulatory circuits in bacteria
are most often controlled via tran-

scriptional activators or architectural pro-
teins modulating transcription, such as
RpoS, H-NS, or Fis (1). In recent years, a
class of diverse regulatory RNAs (often
denoted riboregulators) has emerged that
regulate expression at the posttranscrip-
tional level, adding additional complexity
to the interplay of factors involved in
global control. In fact, some posttranscrip-
tionally regulating RNAs affect proteins,
which in turn act as posttranscriptional
regulators of other genes (2). These reg-
ulatory RNAs seem to fine tune cellular
responses to stress conditions, integrating
environmental signals into global regula-
tion. The biological function and mecha-
nism of action of one of these riboregu-
lators, DsrA, is the subject of a study by
Lease and Belfort in this issue of PNAS
(3). A striking feature of DsrA and a few
other small regulatory RNAs such as OxyS
(4) is that they can affect more than one
target gene. Moreover, RNAs such as
DsrA and OxyS use different mechanisms
on different and probably multiple target
RNAs either to inhibit or activate. In this
commentary, we will discuss general prop-
erties of riboregulators, their diverse
mechanisms of action, and their func-
tional significance. In our view, a deeper
understanding of the biological roles of
regulatory RNAs will have to account for
common themes as well as instructive
differences in the activities displayed.

DsrA. The small RNA DsrA was first dis-
covered through its regulatory effect on
colanic acid capsule synthesis. DsrA acts
in trans to activate and repress, respec-
tively, the synthesis of two transcriptional
regulators, HN-S, a major histone-like
protein responsible for silencing of a num-
ber of bacterial genes, and RpoS (ss), the
stationary phase s-factor of RNA poly-
merase. Regulation of both hns and rpoS
by DsrA is mediated by base-pairing in-
teractions between short RNA sequences.
In this issue of PNAS, Lease and Belfort
(3) show that DsrA RNA affects the sta-
bility of both rpoS and hns mRNAs; turn-
over of hns mRNA is increased, whereas
rpoS mRNA is stabilized, either directly or
indirectly. Structure probing of DsrA

RNA confirms the previously predicted
stem-loops 1 and 3, whereas a modified
structure is proposed for stem-loop 2.
Unexpectedly, structure determination of
DsrA in the presence of hns mRNA sug-
gested a second site of interaction be-
tween the 39 end of hns and the loop
nucleotides of the second stem–loop
structure. Lease and Belfort propose that
base pairing between DsrA and the two
regions of hns, near the 59 and 39 ends of
its coding region, results in a contiguous
coaxial stack, looping out the middle part
of hns mRNA exposed to nucleases.

Regulatory RNAs: Different Modes of Control.
The main function of regulatory RNAs is
posttranscriptional regulation of gene ex-
pression. By this definition, a small num-
ber of untranslated RNAs in bacteria
qualify (5, 6). Regulatory RNAs vary in
the mechanisms by which they affect their
target mRNAs. Some RNAs accomplish
regulation by modulating the activity of
proteins (6). The vast majority, often re-
ferred to as antisense RNAs, act through
base pairing with target RNA (7, 8). Below
we will focus on the class of riboregulators
that regulates by antisense mechanisms.

A first interesting observation is that
base pairing between two RNAs can have
different consequences: negative regula-
tion by antisense RNAs is the rule, but at
least two interesting exceptions show that
activation is also possible. DrsA, in one of
its two regulatory modes, activates trans-
lation of the rpoS mRNA by base pairing
to a sequence that otherwise forms an
inhibitory intramolecularly base-paired
structure (refs. 9–11; Fig. 1). A similar
mechanism had been proposed for the agr
virulence control locus of Staphylococcus
aureus. This locus encodes a small RNA,
RNAIII, that pairs with an antiribosome-
binding site within the hla (a-toxin)
mRNA to activate translation (12).

Multiple Targets. The majority of antisense
RNAs were identified in plasmids, trans-
posons, and bacteriophages. In all of these
cases, the RNA-encoding gene overlaps
with the target gene (cis encoded). In this
class, complete complementarity between
the RNAs is therefore ensured, and only
one target gene is regulated. By contrast,

only a small number of antisense RNA
genes have been identified in bacterial
chromosomes. Most of these are trans
encoded, at genetic loci other than their
target genes. Therefore, antisense-target
complementarity is incomplete, and reg-
ulation must be achieved by formation of
partial and imperfect duplexes. In Esche-
richia coli four small RNAs with these
characteristics, DicF, MicF, OxyS, and
DsrA, have been suggested to regulate
gene expression (5). Because these RNAs
are trans encoded and contain only short
regions of target complementarity, this
could facilitate recognition of multiple
targets. The example of two riboregula-
tors, OxyS and DsrA, may serve to illus-
trate this property. OxyS is a small RNA
that is induced in response to oxidative
stress. It acts as a global regulator by
affecting the expression of multiple genes
and protecting against DNA damage (4).
As schematically indicated in Fig. 1, both
OxyS and DsrA carry separate determi-
nants for regulation of each of their two
different target RNAs. OxyS inhibits the
translation of fhlA, a transcriptional acti-
vator for formate metabolism by an anti-
sense mechanism (13), and rpoS transla-
tion is repressed indirectly by titration of
Hfq, a host factor required for melting out
of an inhibitory mRNA structure (14). As
indicated in Fig. 1 (Left, light and dark
green lines), different regions of OxyS are
involved in these activities. DsrA uses an
antisense mechanism for both up-regula-
tion of rpoS and down-regulation of hns.
Mutational analyses have defined differ-
ent segments of DsrA as the modules
involved in target interactions (refs. 10
and 11; Fig. 1 Right).

Bipartite Interactions. To add further com-
plexity, both OxyS and DsrA bind their
target mRNAs, fhlA and hns, respectively,
by bipartite interactions. Short antisense
sequences exposed in two loops of OxyS
contact two separate target RNA regions
more than 40 nucleotides apart. Recent
results have indicated the importance of
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both interactions for OxyS-target binding
as well as for blocking ribosome access to
the fhlA translation initiation site (15). By
contrast, one extended sequence of DsrA
base pairs with two regions within its
target RNA, one located at the start of the
coding region and one at its end (3). This
results in a structure in which the two
contiguous antisense regions in DsrA
align the two target regions to form a
coaxial stack, looping out the hns mRNA
body (Fig. 1). This model is tentatively
supported by structure probing of the
hns-DsrA complex in vitro and by com-
puter-aided complementarity searches;
Lease and Belfort show that two other
suspected targets, ilvI and argR mRNAs,
could form similar coaxially stacked struc-
tures. So far, it is unclear whether these
latter two are regulated by DsrA. As yet,
Lease and Belfort’s attractive structure
model awaits an in vivo confirmation
of the biological importance of the sec-
ond (DsrAyhns-39-end) base-pairing
interaction.

A challenging question also concerns
the primary effect of DsrA-hns mRNA
binding. DsrA induction has now been
demonstrated to decrease the half life of
hns mRNA, as well as to render rpoS
mRNA more stable. However, as the au-
thors point out, it cannot be decided
whether altered mRNA degradation rates
simply reflect the protective presence or
absence of translating ribosomes, or
whether the proposed looped-out struc-
ture of hns by itself exposes the RNA for
accelerated decay.

Base Pairing: How Much Is Needed? OxyS and
DsrA carry out their functions by forming

a relatively modest number of base pairs as
determined by the region of complemen-
tarity [8 1 11 (for both helices; see Fig. 1),
DsrA-hns; 7 1 9, OxyS-fhlA]. The stereo-
typical copy number regulators of, e.g.,
plasmids ColE1, R1, pIP501 and others
(7), are completely complementary to
their targets over 90–140 nucleotides. At
first glance, one might expect the more the
better. However, association rates, not the
thermodynamic stability (DG) of a com-
plex between antisense and target RNA,
constitute the most important parameters
for inhibitory efficiency (16). OxyS forms
complexes with fhlA mRNA characterized
by a dissociation constant of 25 nM (15).
The association rate constant was deter-
mined to be '6 3 105 M21zs21, i.e., similar
to that of the plasmid antisense systems.
This implies that formation of the pre-
sumed inhibitory kissing complex is very
rapid, dissociation occurs at a half life of
.1 min, and the Kd suggests that as few as
100 molecules per cell will inhibit the
majority of the RNA targets. Thus, rela-
tively short sequences can certainly suffice
for efficient binding and regulation, pro-
vided they can interact rapidly with ex-
posed target sequences. Furthermore, re-
sults obtained in recent years have shown
clearly that even antisense RNAs that
were expected to hybridize fully with tar-
gets fail to do so. For both plasmid R1 (17)
and ColIb-P9 (18), the inhibitory complex
is a peculiar cruciform-like structure sta-
bilized by an additional intermolecular
helix. Thus, the topological difficulties of
unwinding stable stem–loop structure may
have selected solutions in which more or
less extensive kissing complexes are used
for regulation (19).

Dynamic Structures. It has been known for
years that changing RNA conformations
can be used for regulatory processes. The
DsrA–rpoS interaction represents such a
case in E. coli, as does RNAIII–hla in
Staphylococcus aureus. In both cases, the
mRNA can adopt two different confor-
mations. One of these, the translation-
competent conformation, is induced by
binding of the effector RNA. Similar con-
formational switches were demonstrated
in plasmids pT181, pIP501 (and relatives),
and the ColE1 family (20–22). In pT181
and pIP501, the antisense RNA induces
premature termination of a replication
protein mRNA to regulate copy. In
ColE1, the antisense RNA induces an
altered folding pathway of the preprimer
so that its maturation is inhibited. Nota-
bly, the shared feature of these mecha-
nisms is an activity window; the antisense
RNA has to bind during transcription to
achieve inhibition. After the target RNA
has been elongated beyond this window
antisense binding fails to inhibit. For the
two riboregulators DsrA and RNAIII (of
agr), it is unknown whether activation of
the target RNA also occurs cotranscrip-
tionally, although it appears reasonable to
assume that this should be the case.

Even the coaxial stacking model pro-
posed for negative regulation by DsrA-hns
mRNA interaction suggests, to us, co-
transcriptional initiation of binding. Ac-
cording to the revised structure model of
DsrA, the region of complementarity to
the hns 39-region is exposed in the middle
loop and might be expected to initiate
binding (3). However, at a time point at
which the 39-end has been transcribed,
translation of the 59-portion of the hns
message should already have occurred,
because bacterial mRNAs are almost al-
ways translated while being transcribed.
This would render inhibition inefficient
and eventually also result in disruption of
the DsrAy39-end interaction through on-
going translation. Therefore, it is parsimo-
nious to assume that the nascent mRNA is
bound at its 59-end site first, probably
facilitated by breathing of the DsrA bot-
tom stem near the bulge in the middle
stem (ref. 3; Fig. 1). This should block new
translational initiation events and subse-
quently allow for the second interaction as
this region of the mRNA emerges from
the transcribing polymerase.

Why Use RNAs as Regulators? An intriguing
question with respect to studies of DsrA
(3) and other riboregulators is: Why use
RNAs instead of proteins? From so far
limiting phylogenetic comparisons, it ap-
pears that riboregulators often have or-
thologs in other bacteria, e.g., DsrA (3, 10)
and MicF (23). This suggests functional
importance but does not address why
RNAs are used for control. A commonly

Fig. 1. Regulation of target RNAs by OxyS and DsrA. The left box shows a schematics of inhibition
mechanisms of OxyS and the right box inhibition by DsrA. Target RNAs are shown in blue and antisense
RNAs in red. Interacting regions are indicated in green. For clarity, different shades of green are used in
the bipartite interactions in the upper two drawings. ‘‘1’’ and ‘‘2’’ indicate activation and inhibition,
respectively. RBS indicates the approximate position of the ribosome-binding site. Hfq is host factor Q (see
text), and orange mushrooms represent translating ribosomes.
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used argument is economy: because these
RNAs are small and untranslated, the
energetic cost of their synthesis is much
lower than for a protein whose mRNA has
to be synthesized and decoded into a chain
of amino acids. Thus, a stable RNA should
be more cost effective than a protein.
Chromosomally encoded riboregulators
are stable RNAs with half lives usually
exceeding '15 min (e.g., refs. 4 and 10).
Even transposase-encoded antisense
RNAs such as RNA-OUT (24) are mod-
erately stable. By contrast, almost all copy
number regulator RNAs as well as the
antisense RNAs that control postsegrega-
tional killing are very unstable, with half
lives of typically around one minute (25,
26). Hence, it is conceivable that economy
is only part of the design principle. The
other part could be design for the partic-
ular biological role. This implies that ri-
boregulators whose synthesis is induced
when required, e.g., during oxidative

stress (OxyS; ref. 4), low temperature
(DsrA; ref. 9), or various other stress
conditions (MicF; ref. 27), should be sta-
ble throughout the stress response. Plas-
mid copy number regulators, on the other
hand, have to ‘‘count.’’ To measure plas-
mid copies and to regulate initiation of
replication accordingly, the intracellular
concentration of antisense RNAs like,
e.g., RNAI of ColE1 and CopA of R1,
should at all times be proportional to the
concentration of their genes (equivalent
to plasmid concentration). Because the
number of plasmid copies fluctuates, reg-
ulation requires rapid changes in inhibitor
(antisense RNA) concentration, i.e., con-
stitutive synthesis and rapid decay (19).
Thus, even though it may seem wasteful to
synthesize regulatory RNAs that are sub-
ject to rapid degradation, the biological
function of this class of regulators requires
precisely these properties.

Organisms are often exposed to envi-

ronmental changes and various stress con-
ditions. Being able to respond to those
changes and to adapt to changing envi-
ronments require regulation at many lev-
els. We have seen that small RNAs take
their share in the fine tuning of responses,
and we suspect that many more regulatory
circuits rely on riboregulators. An impor-
tant task is therefore the development of
appropriate screening procedures to dis-
cover more members of this category.
Concerning the reason why organisms use
riboregulation, it seems to us that the
diversity of structures, mechanisms, and
biological roles displayed by the known
regulatory RNAs suggests that the versa-
tility of RNA, rather than a single unifying
feature like cost effectiveness, may have
led to its ubiquitous use in regulatory
processes.
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