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Abstract
Water plays a unique role in all living organisms. Not only is it nature’s ubiquitous solvent, but it
also actively takes part in many cellular processes. In particular, the structure and properties of
interfacial water near biomolecules like proteins are often related to the function of the respective
molecule. It can therefore be highly instructive to study the local water density around solutes in
cellular systems, particularly when solvent-mediated forces like the hydrophobic effect are
relevant. Computational methods like molecular dynamics (MD) simulations seem well suited to
study these systems at the atomic level. However, due to sampling requirements, it is not clear that
MD simulations are indeed the method of choice to obtain converged densities at a given level of
precision. We here compare the calculation of local water densities with two different methods,
MD simulations and the three-dimensional reference interaction site model with the Kovalenko-
Hirata closure (3D-RISM-KH). In particular, we investigate the convergence of the local water
density to assess the required simulation times for different levels of resolution. Moreover, we
provide a quantitative comparison of the densities calculated with MD and with 3D-RISM-KH,
and investigate the effect of the choice of the water model for both methods. Our results show that
3D-RISM-KH yields density distributions that are very similar to those from MD up to a 0.5 Å
resolution, but for significantly reduced computational cost. The combined use of MD and 3D-
RISM-KH emerges as an auspicious perspective for efficient solvent sampling in dynamical
systems.
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1 Introduction
Water plays a central role in virtually all cellular systems. This role is not only limited to
providing a passive solvent environment for proteins, DNA, and other biomolecules, but
water also takes an active part in many processes. One of the most important properties of
water is that it exerts the hydrophobic effect, which stabilizes cell membranes and micelles
[1-3], and constitutes the main driving force for protein folding [4]. This ubiquitous role of
water, as well as its peculiar physicochemical properties [5,6] make it a topic of ongoing
research since decades, with experimental [7] as well as computational and theoretical
[8-10] approaches.

Due to the remarkable complexity of aqueous systems, one still falls short of fully
understanding or even characterizing water in these systems. This is also reflected in the
variety of different water models commonly used in molecular dynamics (MD) simulations,
none of which are yet able to fully describe all physicochemical properties of water
correctly, although progress can be observed in the development of new models [11,12].

A significant portion of the current research on water addresses its function and properties
when in contact with macromolecules and other surfaces, and how this interfacial water
differs from bulk water [9,10,13,14]. Recent studies have suggested that the specific
properties of interfacial water in systems like the ribosomal exit tunnel [15] or the GroEL/
ES protein folding machinery [16,17] might be the determinant factor which allow these
systems to fulfill their specific physiological functions.

To advance our understanding of these and other systems where interfacial water plays a
significant role, it is crucial to have an accurate description of the local water properties. In
particular, due to different effects like solvent-solute hydrogen bonding on the one hand, or
dewetting [18,19] on the other hand, the local water density around solutes can differ
significantly [9,10], and it hence can be used as a signature for the effect a solute exerts on
its solvent environment.

Molecular dynamics simulations are very well suited to provide insight into structure and
dynamics with atomistic detail, and have successfully demonstrated their capability to
elucidate biological processes in many prominent examples. However, MD simulations of
systems of the typical size of protein complexes are computationally quite costly, and in
many cases it is not obvious that the results do not suffer from limited sampling.

Another computational approach to calculate the distribution of solvent molecules like water
around a solute is the reference interaction site model (RISM) [20]. While its application
was originally limited to simple systems like molecular liquids [21] and polar liquids [22]
(with extensions to di- or quadrupolar liquids [23]), recent enhancements to the 3D-RISM
theory [24-27] have rendered it capable to successfully describe even complex biological
systems like solvation water around a protein [28]. Other recent successful applications
include the calculation of free energies upon protein hydration [29,30] and folding [31], the
experimentally verified prediction of ion binding sites at a protein [32,33], and an
investigation of urea-water mixtures [34] in very good agreement with previous results from
MD simulations [35].

MD and RISM are conceptually very different. While MD is based on the time-integration
of Newton’s equation of motion, RISM is an integral equation theory that is based on the
Ornstein-Zernicke equation [36]

(1)
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which presents the total correlation function h(r12) between two particles as contributions
from a direct correlation c(r12) and from indirect contributions of c(r12) propagating through
all possible chains of mediating particles which sum up to ∫ dr3c(r13)ρh(r32) (see Ref. [37]
for a more detailed description of the RISM concept). Consequently, and in contrast to MD,
RISM does not provide any information about the solvent dynamics of a system, but yields
the equilibrium statistical mechanical distribution of solvent particles around a given solute.
It should be noted that there has been a non-equilibrium statistical mechanical theory, the
generalized Langevin equation in the interaction site model formalism (using the solutions
from the equilibrium RISM theory as initial conditions in the time evolution), that does
provide full statistical microscopic information about solvent dynamics [38-40]. The
conformational degrees of freedom of a solute molecule can be accounted for in the hybrid
approaches coupling RISM with Monte Carlo (MC) [41], or 3D-RISM with MD [42,43].
RISM was combined with the multicanonical and simulated annealing MC methods [44,45]
for predicting conformations of biomolecules stabilizing by solvent [41]. Recently, the
three-dimensional version of RISM approach (3D-RISM) has been combined with MD in
the Amber molecular dynamics package to simulate dynamics of a macromolecule with the
adiabatic description of solvent degrees of freedom [43].

For the calculation of an equilibrated solvent distribution around a given biomolecular
solute, 3D-RISM is orders of magnitude faster than MD. The solvent distribution can be
found by using the 3D-RISM method with a precision defined by the grid spacing and the
time allocated for the self-consitent iterative solution of the 3D-RISM equations. Thus, in
some cases, 3D-RISM can be efficiently used to address questions currently not tractable
with MD.

However, it is unclear how the results from MD and 3D-RISM match each other. Can one
method be used instead of, or in conjunction with the other? Additionally, it is not clear how
the local water densities are affected by the choice of the water model that is used with these
methods. We here address these questions by comparing the calculation of local water
densities with these two methods. Since 3D-RISM and MD can use the same Hamiltonian
(force field), this comparison directly addresses differences between the two methods.
Further, we investigate the effect of the choice of the water model for both methods by
calculating the water density using two different force fields with each method. In particular,
we address the following questions:

1. How long does the convergence of local water densities in MD take on different
levels of resolution?

2. How strongly do the local water densities depend on the choice of the water model?

3. How similar are local water densities calculated by MD and by 3D-RISM?

To that end, we performed MD simulations and 3D-RISM-KH calculations of precisely the
same system setup and compared the results. As solute, we chose the GroEL/GroES
chaperonin complex, which is a representative biologically relevant molecule where
interfacial water plays a crucial role for its function [17].

GroEL/ES is a chaperonin system, which facilitates the correct folding of substrate proteins
in vivo [46]. GroEL consists of two identical rings (cis and trans) which are stacked back-to-
back to each other. Each of these rings is a heptamer of seven identical monomers, which
are each 547 amino acids long. Folding of substrate proteins takes place within the
hydrophobic cavity of each ring, while the smaller heptameric GroES functions as lid for the
cavity. Recent studies have suggested that interfacial water inside the cavity plays a central
role for substrate folding by exerting a stronger hydrophobic effect on the substrate than
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bulk water [16]. For more information on the GroEL/ES system and theories on its
mechanism, see Refs. 16,47,48.

The water models we compare are the relatively new TIP4Pew as a very accurate water
model [11], and TIP3P [49] and SPC/E [50] as more established and computationally less
expensive models. In addition, we investigate whether the results depend on the box size,
and thus whether the methods compared here have different levels of agreement for
interfacial water as for bulk water. Moreover, we address the question how well local
features in the local density distributions of the two methods agree, in particular the
solvation shell densities around specific residue types and the locations of high density water
locations which may correspond to trapped or bound water molecules.

2 Methods
System setup

The GroEL/ES wildtype crystal structure 1PCQ [46] of the cis cavity was solvated in a (20
nm)3 simulation box. K+ and Cl− ions were added to neutralize the system at a physiological
ion concentration. The total number of atoms in the simulation box was ≈ 1, 000, 000. After
initial energy minimization was performed using steepest descent, an MD equilibration
phase of 850 ps was done with harmonic restraints on the Cα atoms with pressure coupling
(NpT ensemble) to allow for side chain relaxation and pressure equilibration. The last frame
of this equilibration phase was used for the actual MD and 3D-RISM calculations.

Figure 1A shows a snapshot of the simulation box together with an illustration of local water
densities in slices through the box. The different levels of resolution (4 Å, 2 Å, 1 Å, 0.5 Å)
investigated here are displayed in panel B.

Molecular dynamics simulations
All MD simulations were performed using Gromacs 3.3.1 [51,52] with the Amber 2003 port
for Gromacs [53]. TIP4Pew [11] and TIP3P [49] were used as water models. Particle Mesh
Ewald summation (PME) was used to calculate the long-range electrostatic interactions with
a fourier grid size of 160 in each direction, and an interpolation order of 4. A cutoff of 1.0
nm was used for the short-range Coulomb and the Lennard-Jones interactions. The
simulation temperature was fixed at 298 K using Berendsen-type temperature-coupling [54]
with a coupling coefficient of τT = 0.5 ps. After the initial volume equilibration phase in
NpT, production runs were performed with constant volume condition (NVT ensemble) in
order to have precisely the same system setup as for the 3D-RISM calculations. The
integration timestep was set to 2 fs. The positions of all protein atoms and ions were held
completely fixed using freeze groups. The total simulation times were 20 ns with TIP4Pew,
20 ns with TIP3P, and an additional 10 ns for additional tests addressing ion mobility and
side chain flexibility (see below).

3D-RISM calculations
The solvent structure around a solute molecule can be characterized in terms of the three-
dimensional (3D) distribution functions defined for each site of a molecular solvent. These
functions describe an excess or depletion of the solvent density with respect to its bulk
value. The distribution functions can be calculated in explicit solvent molecular dynamics
simulations. Alternatively, they can be obtained based on the statistical mechanical
molecular theory of solvation also known as the 3D reference interaction site model (3D-
RISM). Additionally to the solvent distribution functions gγ (r) for every solvent site γ,
closely related total correlation functions hγ (r) = gγ (r) − 1, the theory introduces the 3D
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direct correlation functions, cγ (r). The correlation functions can be found from the 3D-
RISM integral equation

(2)

complemented by a so-called closure relation. The exact closure is a diagrammatic series in
terms of multiple integrals of combinations of the total correlation functions. It is extremely
cumbersome, and in practice is replaced with amenable approximations.

The 3D-RISM integral equation can be derived from the six-dimensional molecular
Ornstein-Zernike integral equation [55] by averaging out the orientation degrees of freedom
of solvent molecules while keeping the full 3D description of the orientation of the solute
molecule [56,57]. In this equation, the site-site susceptibility of pure solvent, χαγ (r),
describes the correlations between solvent sites α and γ at the site-site separation r. The
susceptibility is given by the equation χαγ (r) = ωαγ (r) + ρα hαγ (r), where the

intramolecular matrix  specifies the intramolecular correlations
of solvent molecules with the geometry given by the matrix of site separations lαγ, and the
intermolecular part is given by the site-site radial correlation functions of the bulk solvent,
hαγ (r), times the bulk solvent site number density ρα.

The 3D-RISM theory with the hypernetted chain (HNC) closure was conceptually sketched
by Chandler and co-workers in their derivation of the density functional theory for classical
site distributions of molecular liquids [58,59] and then introduced in that way by Beglov and
Roux for polar liquids [25]. The 3D-HNC closure to the 3D-RISM equation (2) is given by
gγ (r) = exp (− βuγ (r) + hγ (r) − cγ (r)). Here uγ (r) is the interaction potential between
solvent site γ and the solute, β = 1/kBT is the inverse temperature with the Boltzmann
constant kB. Because of the drawback of the HNC approximation overestimating the effect
of attractive interaction potentials, for a relatively strong attractive potential between a
solute molecule with multiple partial charges and water solvent (in particular, with ions), the
3D-RISM-HNC equations may have no solutions [56, 57, 60, 61]. Kovalenko and Hirata
proposed the closure approximation (KH closure)

(3)

that automatically applies the 3D-HNC treatment to repulsive cores and other regions of
density depletion (gγ (r) < 1) due to repulsive interactions and steric constraints, and the 3D
mean spherical approximation (MSA), cγ (r) = − βuγ (r), to the distribution peaks due to
associative forces and other density enhancements with gγ (r) > 1, including long-range
distribution tales for structural and phase transitions in fluids and mixtures. The 3D-KH
approximation (3) enforces the proper long-range asymptotics of the direct correlation
function cγ (r) in the same way as the original HNC and MSA closures do. The MSA-type
linearization prevents the artifact of the distribution function diverging due to the regions of
a large interaction potential. This partial linearization somewhat reduces and widens high
peaks of the distribution functions, whereas it much less affects the coordination numbers of
the solvation shells.

In the current study, we used the 3D-RISM integral equation (2) with the KH closure (3D-
RISM-KH theory) to calculate the three-dimensional water distributions (for oxygen and
hydrogen sites) around the GroEL protein. Before 3D-RISM calculations, the bulk solvent
susceptibility χαγ (r) was obtained from the dielectrically consistent RISM theory (DRISM)
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developed by Perkyns and Pettitt [62]. This approach provides a dielectrically consistent
description of the dielectric properties of ions in polar solvent. The combination of 3D-
RISM-KH and DRISM approaches (referred below for brevity as 3D-RISM) ensures proper
account for the short-range solvation structure effects, such as chemical specificities of
solute and solvent molecules, hydrogen bonding, hydrophobicity, steric effects,
nanoconfinement, etc. [56, 63-71].

The 3D-RISM-KH equations were solved on a 512 × 400 × 400 grid in a 512.0 × 400.0 ×
400.0 Å3 rectangular box, of which the central 400.0 × 400.0 × 400.0 Å3 were used for all
density comparisons. The Amber 2003 force field parameters [53] were used for the solute-
solvent interaction potential. For water, the SPC/E [50] and TIP3P [49] models were
employed with the van der Waals radius of the water hydrogen set to 0.4 Å to properly
describe the thermodynamic and structural properties of bulk water. All calculations were
performed at the temperature T = 298.15 K with the water number density of ρ = 0.997 g/
cm3 and the dielectric constant ε = 78.4. The convolution in Eq. (2) was handled by using
the 3D fast Fourier transform (3D-FFT) technique. The solute-solvent electrostatic potential
was calculated with the Particle-Mesh Ewald method. To ensure proper treatment of
electrostatics (otherwise causing large errors in the solvation structure and thermodynamics),
the long-range electrostatic parts of the direct and total correlation functions (including the
limit of k → 0) are separated out and handled analytically in the calculation of the Fourier
transforms and convolutions, for both the radial solvent-solvent and 3D solute-solvent
correlations [56,60,61].

Correlation and convergence analysis
Water densities ρ = ρ (x, y, z) are calculated on a three-dimensional grid and compared to
each other by calculating a correlation coefficient

(4)

where C(ρi, ρj) is the covariance between density sets ρi and ρj:

(5)

Using this definition, R ranges between 0 (totally uncorrelated data) and 1 (completely
correlated data). All analysis were done using the coordinates of the oxygen atom.

This correlation analysis was also utilized to assess the convergence of the local water
density in the MD simulations. To that aim, we employed a calculation similar to mutual
information. A water density distribution ρ1 (T, x, y, z) was calculated for a given
simulation length T. A second water density distribution ρ2(T, x, y, z) was then calculated
from another, independent, simulation with the same length T, and the correlation
coefficient R = R(T) calculated between these two density distributions. This procedure was
done for multiple simulation lengths T, yielding a time dependent correlation coefficient
(see Fig. 2 for illustration). Longer sampling times T will lead to better convergence, in
particular:

(6)

and
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(7)

Hence, R(T) can be used as a quantitative measure how converged the local water density
distributions are.

The convergence time is calculated by treating density convergence (i.e., phase space
sampling) as a kinetic process with a relaxation constant τ. A single-exponential fit

(8)

seemed to underestimate the convergence time for larger T (see Fig. 2). We therefore used
the slower relaxation constant τ2 from a bi-exponential fit

(9)

to estimate the convergence time.

3 Results and Discussion
Distribution of water densities

We calculated the local water density in the GroEL simulation box using four different grid
spacings of 4 Å, 2 Å, 1 Å, 0.5 Å. Figure 3 shows a histogram of local water densities

calculated on the 0.5 Å grid. The distribution can be fit with a gaussian 
around a midpoint of ρ0 = 0.9779g/cm3 and a width of σ = 0.1632 g/cm3 (goodness of fit r2

= 0.9989).

Some water molecules were found to persist at the same position all the time (i.e., bound and
crystallographic water). For very fine grid spacings (e.g., 0.5 Å), these water molecules can
give rise to very high peaks in the local density. Similarly, the volume occupied by the
chaperonin or by the fixed ions always has a water density of zero (see Fig. 3). Although
these systematic effects of the grid-based approach of calculating densities would not
change the correlation analysis qualitatively, they would decrease the contrast and partially
occlude the correlation of the actually relevant water densities around ≈ 1.0g/cm3 (see Fig.
3). Therefore, we excluded these very low or very high densities from the correlation
analysis and limited the range to [0.3 g/cm3 ≤ ρ ≤ 2 g/cm3]. Note that the choice of these
thresholds is, within certain limits, arbitrary and affects the correlation coefficients only
marginally.

Convergence times of water densities
Figure 4 shows the convergence of local water densities in dependence on sampling time,
for four different levels of resolution (grid spacings). Using the bi-exponential fit (Eq. 9), the
convergence times τ of local water densities are: 0.86±0.24 ns (4 Å grid), 5.3±0.6 ns (2 Å
grid), 14±1 ns (1 Å grid), and 59±3 ns (0.5 Å grid).

Effect of the water model in MD
To investigate the effect of the water model on the local densities and the convergence
times, we have performed a similar analysis for the simulations with the TIP3P water model.
The convergence times for TIP3P on the different levels of resolution were similar to those
found for TIP4Pew (data not shown).
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In order to obtain a quantitative measure for the similarity, we calculated the time-averaged
water density distribution ρ(x, y, z) from 20 ns simulation time with each of the two water
models, TIP4Pew and TIP3P, and calculated the correlation coefficient between both density
distributions (see Eq. 4). To compare the water models independent of potentially
incomplete sampling, we normalize the correlation coefficient of the density distributions
from TIP4Pew and TIP3P by that of the density distributions between two different sets of
TIP4Pew simulations:

(10)

This normalization is permitted because of the similar convergence times for both water
models. When comparing density distributions between different force fields or calculations
methods (e.g., MD versus 3D-RISM), the solvent excluded volume due to protein and ion
atoms can be slightly different between two density distributions. Hence, there is no
unambiguous definition which volume to exclude to reduce the trivial contributions resulting
from (near) zero density. An additional advantage of this normalization done here is that
these trivial contributions cancel out, effectively enhancing the contrast of the correlation
analysis.

Figure 5 shows these relative correlations for the different grid spacings. In contrast to
several properties which have been found to differ significantly between the two water
models (e.g., surface tension, vapour-liquid equilibria, temperature dependence of the
density, self-diffusion, [72]), the local water density distributions are remarkably similar.
Even for the very fine grid spacing of 0.5 Å, a relative correlation of R = 0.96 is found. This
observation is supported by the visual representation of the density distributions from the
two water models in slices through the simulation box shown in Fig. 7. The high correlation
coefficients would still allow for an offset or linear scaling factor between the density
distributions for TIP4Pew and TIP3P. A gaussian-fit to the TIP3P density histogram shows
that the distribution is centered around approximately the same midpoint of ρ0 = 0.9789 g/
cm3 (TIP4Pew: ρ0 = 0.9779 g/cm3) However, it is marginally sharper with σ = 0.1593g/cm3

(TIP4Pew: σ = 0.1632g/cm3). The density histogram is shown in Fig. 6.

Comparison between MD and 3D-RISM
The comparison between water density distributions ρ(x, y, z) obtained from MD and from
3D-RISM was performed similarly as the comparison between the TIP3P and TIP4Pew
densities from MD. Since a four-point water model like TIP4Pew is not yet supported by the
3D-RISM package employed here, we used TIP3P water in both, MD and 3D-RISM, for a
direct comparison of the two methods. The time-averaged MD water density ρMD (x, y, z)
was correlated with the water density ρ3D−RISM (x, y, z) obtained from the 3D-RISM
calculation with a completely identical system setup. A normalization with the correlation
between two different TIP3P water simulations was performed to account for incomplete
sampling in the MD data as described above.

The relative correlation coefficients are shown in Fig. 8, and a visual display of
representative slices through the simulation box is shown in Fig. 7 for the 0.5 Å grid
spacing. As can be seen in Fig. 7, qualitative features like the spatial size, shape, and
magnitude of most of the solvation shells around the solutes (protein and ions) are very
similar between MD and 3D-RISM. Most markedly, however, the local density distributions
obtained from 3D-RISM are much smoother than those from MD. This was to be expected,
since the fluctuations in the MD give rise to noise in the average densities, whereas 3D-
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RISM directly yields only the equilibrium distributions. This is also reflected in the water
density histograms for 3D-RISM, which are substantially sharper than those for MD (see
Fig. 6). Furthermore, minor differences in some of the details are also discernible (like the
exact size of some solvation shells) at the fine grid spacing of 0.5 Å.

Effect of the water model in 3D-RISM
We also investigated the effect of the water model in the 3D-RISM calculations. To this end,
the same calculations were performed with SPC/E instead of TIP3P, and the resulting
density distributions compared. The density histograms for the two water models are very
similar to each other (see Fig. 6). A small difference can be seen at densities around ρ = 0.90
− 0.95 g/cm3, which are found slightly more frequent with TIP3P (green line) than with
SPC/E (blue line). The correlation between the density distributions ρ(x, y, z) obtained with
the two water models is particularly high (see Fig. 9).

While our main aim here was to investigate the convergence times and similarity for one
given solute conformation, we note that we have also performed two additional sets of
shorter MD simulations to assess the effect of ion mobility and side chain flexibility. The
first set of these simulations was performed with mobile ions. The results suggested that the
influence of the ions on the average local water density and on the convergence times is not
very significant, except in regions where ions have longer residence times, e.g., due to salt-
bridges. A second set of simulations was performed with mobile ions and flexible side
chains of the protein. The local water density in these simulations seemed to have a much
longer convergence time. This result is not surprising, regarding that introducing side chain
flexibility effectively convolutes the process of water density sampling for one given solute
conformation (as investigated here) with the side chain conformational sampling process. A
more detailed investigation of these issues might be addressed in future work.

Influence of the box size
The correlations and convergence times investigated so far were all calculated for the whole
simulation box with a box size of 20 nm3. However, a large portion of the box is occupied
by bulk water and the question arises whether the correlation coefficients presented here are
actually different for bulk water than for interfacial water. It is therefore essential to verify
that the correlation coefficients presented here are not dominated by the bulk contributions,
but instead are representative of the interfacial water. To that end, we restricted the volume
of the analyses by shrinking the box length from 20 nm to 12 nm in each dimension
(effectively removing most of the bulk water from the analysis, as shown in Fig. 10A+B),
and investigated the dependence of the correlation coefficients and the convergence times on
the box size.

When going from the full box size (20 nm3) to the minimal box size (12 nm3), an effect of
the box size is seen on the convergence times (see Fig. 10C). In particular, the local water
densities converge faster when reducing the box size and removing bulk water — which
shows that the local densities converge slower for bulk water than for interfacial water.

However, virtually no effect is seen on the correlations coefficients describing the
similarities between different method and force field combinations discussed above (see Fig.
10D). These results shows that the correlation coefficients between the two different
methods (MD, 3D-RISM) and the three different force fields (TIP4Pew, TIP3P, SPC/E)
depend only marginally on the box size, and that the agreement between the different
methods and force fields is similar for bulk and interfacial water.
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Solvation shell densities around particular residue types
So far, overall water densities calculated from MD and from 3D-RISM have been found to
agree very well with each other. The question arises whether the two methods perform
differently around different types of residues, e.g. in the solvation shells of polar or
hydrophobic side chains. To address this question, we have calculated the water densities in
the solvation shell around each individual amino acid type in GroEL and around the ions
(K+ and Cl−). The density of all grid points (using the 1.0 Å grid with 2003 points) within a
given cutoff distance was calculated, where the distance was defined as the distance of each
grid point to the closest heavy atom of all residues of the respective type. Note that this
definition includes grid points which are in the excluded volume of the protein, and
therefore the absolute values of the densities are lower than one would expect.

Figure 11 shows the densities for each residue type within a cutoff distance of 3 Å. As can
be seen, the average densities in the solvation shell of each residue type are very similar for
the four calculation methods MD:TIP4Pew (black bars), MD:TIP3P (red bars), 3D-
RISM:TIP3P (green bars), and 3D-RISM:SPC/E (blue bars). In particular, an effect of the
force field on the average densities is hardly visible for either MD or 3D-RISM. This
observation suggests that, in contrast to other properties (like the diffusion coefficient or
density temperature dependence), local water densities are relatively robust to changes in the
force field – probably because the density at room temperature is one of the observables
which is commonly and easily used for the parametrization of water force fields.

While the differences between the two force fields in either MD or 3D-RISM are very small,
systematic differences between the densities calculated with MD and those calculated with
3D-RISM are visible. In particular, 3D-RISM seems to systematically underestimate the
local water densities as compared to MD in the solvation shell with 3 Å radius, but no
significant dependence on the residue types can be seen.

The average solvation shell densities for cutoff distances other than 3 Å (shown in Fig. 11)
look very similar. This is also illustrated in Fig. 12A, which shows the dependence of the
density correlations on the cutoff distance around the protein: the correlation is almost
independent of the distance to the protein, which was also found when investigating the
effect of the box size (see Fig. 10). However, although the correlation of the densities does
not depend on the solvation shell size, we found that the degree to which 3D-RISM
underestimates the local water densities as compared to MD does show a systematic
dependence on the cutoff radius. As shown in Fig. 12B, the ratio of the average densities
from MD and 3D-RISM is higher for smaller solvation shells. Or in other words, 3D-RISM
underestimates the local water densities closer to the solute, whereas it levels out for
densities above 10 Å. This small but systematic underestimation of water densities in the
solvation shell is due to a partial linearization in the 3D-KH closure relation, which causes a
small attenuation in the density distribution in areas with high density [56].

Location of density maxima
Aside from the water density in the solvation shells around particular residue types, another
interesting question is how well the location of maxima in the water density distribution
agrees between the different methods. Density maxima can correspond to trapped or bound
water molecules, which may have a functional role in protein function [73], and have
previously been compared between 3D-RISM calculations and X-ray scattering data [74].
Here, we quantitatively investigate to what degree the locations of density maxima from MD
and from 3D-RISM agree with each other.

To that end, we have identified the top n % of grid points which have the highest water
density for each method, and calculated which fraction of these top n % high density grid
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points agree between the different methods or force fields. Figure 13 shows the percentage
of high density grid points which agree between two data sets, calculated on the 1 Å grid.
More than 80 % of the grid points which correspond to the top 1 % highest water densities
agree in MD with using either TIP4Pew or TIP3P (Fig. 13A). When not only comparing the
exact bin positions, but allowing a tolerance of ±1 or ±2 grid points, the overlap is almost
complete (dashed and dash-dotted line, respectively). Between MD and 3D-RISM, both
using TIP3P, about half of the top 1 % density bins share the same location (Fig. 13B), and
about 25 % for the top 0.1 % density. Again, when allowing a tolerance of ±1 or ±2 grid
points, the overlap between the two data sets is significantly higher and over 90 %. Finally,
the agreement of the locations of top density bins for 3D-RISM using two different force
fields (Fig. 13C) is very high (≈ 90 %), and almost complete when including a tolerance.

In summary, we find that the locations of high water density grid points, as potential
locations for bound or trapped water molecules, are highly conserved between the force-
fields when using either MD or 3D-RISM. When comparing MD and 3D-RISM, we find
that the overlap of the exact bin positions is lower than when using the same method with
different force-fields, and about half of the high density grid positions agree when
considering the top 1 % density percentile. However, the agreement between the two
methods increases significantly to about 90 % when allowing a tolerance of one or two grid
points (i.e. Å) distance – which appears to be sufficiently accurate for practical applications
to identify bound or trapped water molecules.

4 Summary and Conclusion
We have investigated and compared two methods to calculate local water densities:
molecular dynamics simulations (MD), and the 3D reference interaction site model with the
Kovalenko-Hirata closure relation (3D-RISM-KH). The main aim was to assess the
applicability of 3D-RISM to be used instead of MD to study the solvent structure around
solutes, with a particular focus on biological systems.

Using a correlation analysis similar to mutual information, the convergence of local water
densities in MD simulations was found to be describable as a (bi-)exponential kinetic
process with a time-constant τ. Depending on the desired level of resolution, the required
simulation times for converged local water densities ranged from approximately 1 ns for a
resolution of 4 Å to approximately 60 ns for a 0.5 Å resolution (for box sizes which have a
typical separation between the solute and box boundaries). While the required sampling time
on the coarse 4 Å resolution is easily obtainable even for large systems like the GroEL/ES
protein complex investigated here, the computational effort to sufficiently sample the local
water density on the finer resolutions quickly surmounts to magnitudes which are out of
reach for most applications. For instance, the calculations presented here were performed on
modern 3 GHz Quadro-core CPUs with about 100 ps per day. To sufficiently sample the
local water densities on the 0.5 Å resolution, it would take 2000 cpu days – and this is just
for one single fixed solute conformation. While a coarser resolution than 0.5 Å might be
sufficient for many biophysical questions, the computational effort is still substantial even
for more coarse resolutions, and can easily become out of reach again when trying to
investigate whole ensembles of structures.

A comparison of TIP4Pew and TIP3P in the MD simulations, and of TIP3P and SPC/E in
the 3D-RISM calculations, has shown that the choice of the water model does not
significantly affect the local water densities, suggesting that results obtained with different
models should be robust and comparable to each other.
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The water densities calculated with 3D-RISM-KH show a remarkable degree of similarity to
those from MD — in particular considering the completely different approach of the two
methods. Qualitative features like the size, shape, and magnitude of the solvation shells
around the protein and the ions were found to be very similar, with some differences in the
details. The correlations between the density distributions from MD and from 3D-RISM-KH
ranged from 0.98 for the 4 Å resolution to 0.53 for the 0.5 Å resolution. The computational
effort for the calculations was orders of magnitude smaller than for MD — it took about 3
cpu-days to obtain convergence of the 3D-RISM-KH equations on the 0.5 Å grid resolution.

The degrees of similarity between MD and 3D-RISM-KH, as well as between the different
water force fields, was found to be virtually constant when bulk water was removed from
the analyses, showing that the agreement between them is similar for bulk water as for
interfacial water. We also found that local densities of bulk water converge slower than
those of interfacial water.

While the correlation between densities from MD and 3D-RISM-KH was also found to be
extremely high in a residue type based solvation shell analysis, we found that 3D-RISM-KH
has a tendency to slightly underestimate higher densities in the first few Angströms of the
solvation shell while overestimating peak widths, due to a partial linearization in the 3D-KH
closure relation used in the current study [56].

We found no significant dependence of the correlation between MD and 3D-RISM-KH
water densities on the solute residue type. However, due to the heterogeneity of the chemical
environment of each amino acid in a large system like this, GroEL might not be the best test
system for this particular question. Future studies might address this issue by choosing
different test systems (e.g. isolated amino acids or GXG tripeptides [75]).

The locations of high water density grid points, as potential locations for bound or trapped
water molecules, are highly conserved between the force-fields when using either MD or
3D-RISM-KH. When comparing MD and 3D-RISM-KH, we found that the overlap of the
exact bin positions is lower than the overlap observed when using the same method with
different force-fields. As discussed above, due to the partial linearization in the 3D-KH
closure the localization peaks obtained from 3D-RISM-KH are somewhat lower but wider
than those from MD, resulting in a better agreement for the coordination number in a density
peak (in a solvation shell). When considering the top 1 % of the highest density bins, about
half of the corresponding density grid positions agree. However, the overlap between 3D-
RISM-KH and MD increases significantly to about 90 % when allowing a tolerance of one
or two grid points (i.e. Å) distance – which appears to be sufficiently accurate for practical
applications to identify bound or trapped water molecules.

In summary, 3D-RISM-KH seems to be very capable to of calculating local densities with
sufficient accuracy as compared to MD — particularly since a resolution of 1 Å or 2 Å
might completely suffice to investigate solvent effects in most biophysical processes. These
results motivate that MD and 3D-RISM-KH can be used in a complementary manner to very
effectively investigate the solvent structure in biological systems: MD can be used to
generate Boltzmann-weighted ensembles, (e.g., of different side chain or protein
conformations), and 3D-RISM-KH can then be used to efficiently sample the solvent
structure for these static solute conformations with high accuracy, similarly to the recently
implemented MD/3D-RISM-KH coupled method [43] and MM/3D-RISM-KH post-
processing of MD [76]. In addition, 3D-RISM-KH could also be used to already provide
equilibrated solvent structures to be used as input in MD simulations. We expect that the
combined use of MD and 3D-RISM-KH calculations in such manner will substantially
contribute to our understanding of water in biological systems.
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Figure 1.
A) Illustration of the GroEL simulation system. Coloring for the chaperonin complex is
according to its domains (red: equatorial, green: intermediate, magenta: apical, and yellow:
GroES). The density maps show the water densities in slices through the simulation box, as
indicated by the respective arrow. B) Illustration of the four levels of resolution (grid
spacings) we have investigated here. From left to right: 4 Å, 2 Å, 1 Å, 0.5 Å.
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Figure 2.
Time-dependent correlation coefficient R(T) between the water densities ρ(x, y, z) from two
different simulations. The raw data (dots) are much better described by a bi-exponential fit
(dashed line) than by a mono-exponential fit (solid line).
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Figure 3.
Water density distribution histogram from the MD with TIP4Pew water.
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Figure 4.
Convergence times of water densities for different levels of detail (red: 4 Å, green: 2 Å,
blue: 1 Å, black: 0.5 Å). The lines represent bi-exponential fits to the raw data, which were
used to calculate the convergence times.
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Figure 5.
Relative correlation between the water densities calculated with TIP3P compared to
TIP4Pew, both using MD.
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Figure 6.
Water density distribution histograms for MD with TIP4Pew (black) and TIP3P (red) water,
and for 3D-RISM-KH with TIP3P (green) and SPC/E (blue) water.
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Figure 7.
Water density, in one slice through GroEL, obtained from MD and 3D-RISM-KH with two
different force fields each. (A) shows a slice through the whole system, (B) a magnification
around one GroEL chain to illustrate details.
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Figure 8.
Relative correlation between the water densities calculated with 3D-RISM-KH compared to
those from MD, both with TIP3P water.
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Figure 9.
Correlation between the water densities calculated with TIP3P compared to SPC/E, both
using 3D-RISM-KH.
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Figure 10.
(A + B) Illustration of the box-cutout. A: top-view as intersection at the z-position where
GroEL has the largest diameter, B: side-view through the box-center. The outer red box
shows the maximum box size (the complete 20 nm3 box) used for the analysis, and the inner
box depicts the minimum box size (12 nm3, 22% of the original box volume) to which the
analysis volume is shrunken to investigate the influence of the box size on the correlations.
(C) Dependence of the convergence times on the box length. The values for the box length
of 20nm are the same as derived above in Fig. 4. (D) Dependence of the correlation
coefficients on the box length. Shown are the correlations for the grid spacing of 0.5 Å, the
correlations for the larger grid spacings are even less dependent on the box length (not
shown). The values for the box length of 20 nm are the same as in Figs. 5 (black curve), 8
(blue curve), and 9 (red curve).
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Figure 11.
Average local water densities in a 3 Å solvation shell around residue types in GroEL. Note
that due to excluded volume, the absolute numbers of the averages are lower than expected
without excluded volume.
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Figure 12.
A) The correlation of the local water density distribution for the different methods in
dependence of the solvation shell radius. B) The ratio of the local water density distribution
for the different methods in dependence of the solvation shell radius.
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Figure 13.
Agreement of the grid positions of the top n % water densities, for the different method and
force field combinations on the 1 Å grid. A) comparing TIP3P and TIP4Pew in MD. B)
comparing MD and 3D-RISM, both using TIP3P. C) comparing 3D-RISM using TIP3P and
SPC/E. Solid lines: exact bin positions, dashed lines: ±1 grid point tolerance, dash-dotted
lines: ±2 grid points tolerance.
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