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Analyses of functional interactions between large-scale brain net-
works have identified two broad systems that operate in apparent
competition or antagonism with each other. One system, termed
the default mode network (DMN), is thought to support internally
oriented processing. The other system acts as a generic external
attention system (EAS) and mediates attention to exogenous
stimuli. Reports that the DMN and EAS show anticorrelated activity
across a range of experimental paradigms suggest that competition
between these systems supports adaptive behavior. Here, we used
functional MRI to characterize functional interactions between the
DMN and different EAS components during performance of
a recollection task known to coactivate regions of both networks.
Using methods to isolate task-related, context-dependent changes in
functional connectivity between these systems, we show that in-
creased cooperation between the DMN and a specific right-lateral-
ized frontoparietal component of the EAS is associated with more
rapid memory recollection. We also show that these cooperative dy-
namics are facilitated by a dynamic reconfiguration of the functional
architecture of the DMN into core and transitional modules, with
the latter serving to enhance integration with frontoparietal
regions. In particular, the right posterior cingulate cortex may
act as a critical information-processing hub that provokes these
context-dependent reconfigurations from an intrinsic or default
state of antagonism. Our findings highlight the dynamic, context-
dependent nature of large-scale brain dynamics and shed light on
their contribution to individual differences in behavior.
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Increasing evidence points to a fundamental distinction between
two large-scale functional systems in the brain (1–4). One sys-

tem, comprising regions of lateral prefrontal and parietal cortex,
dorsal anterior cingulate, and anterior insula/frontoopercular
regions, typically shows increased activation during performance
of challenging cognitive tasks and has been implicated in atten-
tional and cognitive control functions (5, 6). It may thus be gen-
erally referred to as an external attention system (EAS), but it
has also been labeled the task-positive and extrinsic network (3,
4). The other system, often called the default mode network
(DMN), is localized primarily to midline posterior and anterior
cortical regions, the angular gyri, and medial and lateral temporal
cortices (7, 8). It often shows decreased activity during tasks re-
quiring attention to external stimuli (9, 10) and increased activity
during unconstrained thought, introspection, and self-related
processing (7, 11). The apparent antagonism between these two
systems is mirrored in their spontaneous dynamics, which are
often strongly anticorrelated (2). These competitive interactions
are thought to promote adaptive and efficient alternation between
DMN-dominated introspective thought and EAS-mediated pro-
cessing of external stimuli (1–4).
Several lines of evidence support this bipartite model of brain

function. First, DMN activity reductions during cognitively de-
manding tasks, termed deactivations, often scale in accordance
with attentional demands (12). Second, reduced deactivation in

such contexts has been associated with poorer task performance,
putatively reflecting an interference of endogenous processes
(e.g., mind wandering) with attention to the outside world (13,
14). Third, during memory task performance, greater DMN ac-
tivity is associated with poor encoding (which requires attention
to external stimuli) but successful memory retrieval (which
requires attention to internal mental processes), whereas EAS
regions show the opposite pattern (15). Fourth, activity in DMN
and EAS regions is often anticorrelated (2), and individuals
showing stronger anticorrelations display faster and less variable
reaction times (RTs) during performance of cognitive control
tasks (16, 17). Fifth, patients with psychiatric disorders associ-
ated with attentional disturbances show reduced anticorrelation
between the DMN and EAS (18, 19). Finally, anticorrelated
interactions emerge spontaneously in computational models of
neural dynamics simulated on realistic anatomical architectures,
suggesting that they reflect an intrinsic property of the brain’s
dynamical behavior (20).
Recent work, however, indicates that this bipartite model may

be somewhat simplistic. First, the DMN and EAS do not always
operate as functionally homogeneous entities, often splitting into
distinct subnetworks depending on task demands (5, 7, 21, 22).
This finding is particularly true for the EAS, which has been
functionally dissociated into a number of distinct subsystems (5, 6,
22–26), although similar observations have been noted for the
DMN (7, 10, 21). Second, local field potentials recorded from
putative DMN and EAS regions in felines are more often posi-
tively than negatively correlated with each other, suggesting that
these regions often interact cooperatively (27). Third, there are
multiple human functional MRI (fMRI) reports of coactivation or
cooperation (positively correlated activity) between DMN and
EAS regions during recollection (28), perception of near-threshold
acoustic stimuli (29), working memory and attention (30, 31), goal-
directed introspective processing (23, 32), and unattended mind
wandering (11). The emergence of these cooperative interactions
seems critically dependent on the task being performed by par-
ticipants at the time of scanning; i.e., they are context-specific
(17, 22, 23, 33).
The above findings suggest that certain task conditions may

provoke a departure from an intrinsic or default state of com-
petition between the DMN and EAS to enable cooperative
interactions between the two systems. It is unclear, however,
whether greater cooperation between the DMN and EAS actu-
ally facilitates better performance in such contexts and how these
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large-scale systems dynamically reconfigure themselves to sup-
port these context-dependent collaborative interactions.
In this study, we used fMRI to distinguish task-related, con-

text-dependent functional interactions between the DMN and
EAS from task-unrelated, spontaneous network dynamics in
individuals performing a recollection task previously shown to
coactivate regions of both networks (28). Our aims were three-
fold. First, we aimed to test the hypothesis that greater context-
dependent cooperation between DMN and EAS regions would
facilitate better recollection performance. Second, we aimed to
map how changing task conditions provoke a dynamic reconfi-
guration of brain functional organization from a default state of
antagonism to one of greater functional integration of DMN and
EAS processes. Third, we aimed to characterize the role that
each individual brain region plays in facilitating these shifts in
functional network architecture.

Results
Group-Level Interactions Between the DMN and EAS Are Competitive.
Sixteen adult participants performed a task requiring them to
recollect the context in which well-learned word pairs (e.g., ba-
con and eggs) were previously encountered (the second word was
perceived or imagined by the participant or read aloud by either
the participant or the experimenter). Blocks of recollection trials
alternated with blocks of nonrecollection trials requiring simple
semantic judgments about probe stimuli matched for basic per-
ceptual features (SI Text, sections S.1 and S.2 and Fig. S1).
Task-related functional networks corresponding to the DMN

and EAS were identified in an unbiased, data-driven manner
using spatial independent component analysis (ICA) (34) (SI
Text, section S.3). The method is well-suited for characterizing
the spatial anatomy and temporal dynamics of each network,
while accounting for possible functional heterogeneity within
either the DMN and/or EAS (5, 7, 21, 22, 24) (SI Text, section
S.3). The DMN was identified as a single component with a
characteristic functional anatomy consistent with prior work (7,
10). The EAS was split into four distinct components: (i) a dorsal
attention network (DAN) commonly associated with focusing
attention on external stimuli (2, 6); (ii) a cinguloopercular net-
work (CON) implicated in interoceptive awareness (35), salience
processing of external stimuli (25), and maintenance of response
set during cognitive task performance (5); and (iii and iv) left and
(4) right frontoparietal networks (LFPN and RFPN, respec-
tively) often implicated in top-down executive control processes
(5, 24). ICA commonly identifies these left and right components
as separate networks, and prior work supports functional dis-
sociations between the two components (26). Our findings below
support this functional distinction. The spatial anatomy and re-
presentative time courses of each of these five networks is pre-
sented in Fig. 1 (Table S1).
Across participants, DMN activity was higher during the se-

mantic baseline condition than recollection trials (t = −6.074,
P < 0.001), whereas the opposite was true for the CON (t =
9.387, P < 0.001), DAN (t = 7.59, P < 0.001), LFPN (t = 11.618,
P < 0.001), and RFPN (t = 9.661, P < 0.001) (Fig. 1). Accord-
ingly, cross-correlation analysis of component time courses av-
eraged across participants indicated that DMN activity was
strongly anticorrelated with the CON (r = −0.78, P < 0.001),
DAN (r = −0.79, P < 0.001), LFPN (r = −0.73, P < 0.001), and
RFPN (r = −0.59, P < 0.001), whereas the activity of each of
the four EAS networks was strongly positively correlated (0.70 <
r < 0.88, all P < 0.001).

Context-Dependent Cooperation Between the DMN and RFPN Facilitates
Rapid Recollection. The group-level results indicate that, on av-
erage, the different EAS components showed strong cooperation
with each other, while interacting competitively with the DMN.
Analysis of individual differences suggested that there was

considerable variability around this group-averaged behavior. To
analyze these differences, we extracted activity time courses for
each network and each participant and computed subject-specific
estimates of both task-related and task-unrelated functional
interactions between the DMN and each EAS component. This
distinction was critical, because it allowed us to separate context-
dependent (task-related) network interactions from putative
spontaneous or intrinsic (task-unrelated) functional dynamics.
Spontaneous or task-unrelated network interactions, nis, were

estimated by band-pass filtering of each network time course
(0.008 < f < 0.08 Hz) and orthogonalizing it with respect to
covariates modeling various noise sources and task-related var-
iance in the data (36). Task-related network interactions (nit)
were estimated using a correlational psychophysiological inter-
action (cPPI) approach that used partial correlations to isolate
covariations in task-related modulations of network activity as
distinct from task-unrelated connectivity, noise, and coactivation
effects. For both types of analysis, interactions between the
DMN and each of the four EAS components were estimated
after partialing covariance with the remaining EAS components
to ensure that only temporal correlations specific to each net-
work pair were being analyzed (SI Text, section S.4 has additional
details of these methods).
For both task-unrelated and task-related interactions, the

degree to which cooperative or competitive functional inter-
actions were expressed varied across individuals and network
pairs (SI Text, section S.7 and Figs. S2 and S3). To determine
whether these differences were associated with task perfor-
mance, we correlated the subject-specific nis and nit estimates for
each of the four DMN–EAS network pairs with measures of
recollection accuracy and RT. We found a specific and signifi-
cant negative correlation between recollection RT and task-re-
lated DMN–RFPN nit values (ρ = −0.671, P = 0.005) (Fig. S4B)
but not task-unrelated nis values (ρ = −0.353, P = 0.176) (Fig. S4A).
The former result survived Bonferroni correction for multiple
comparisons. Moreover, the difference between the two correla-
tions was significant (ZI* = −1.718, P = 0.043) (SI Text, section S.6).
No other associations with behavior approached significance.
The results were replicated when the analysis was repeated

after partialing covariance with all other 19 components identi-
fied by the ICA as representing distinct sources of signal and
noise in the data. The correlation between RT and DMN–RFPN
nit remained significant (ρ = −0.621, P = 0.008) (Fig. S4D); the
association between RT and nis values was not significant (ρ =
−0.056, P = 0.821) (Fig. S4C); and the difference between the
two correlations was also significant (ZI* = −1.729, P = 0.042).
This analysis provides a stringent test of the specificity of the
association between RT and DMN–RFPN nit values and sug-
gests that greater task-related cooperation between these two
networks was associated with more rapid recollection.

Context-Dependent Reconfiguration of the DMN Supports Cooperative
Interactions with the RFPN. The specific association between higher
DMN–RFPN nit values and faster RT suggests that greater
functional integration between the DMN and RFPN supports
rapid recollection performance. This network-level integration must
be facilitated by a dynamic reconfiguration of pairwise functional
connectivity between the constituent regions of the DMN and
RFPN. We mapped this reconfiguration using graph analysis.
Specifically, we extracted activity time courses from each of 34
regions comprising the DMN and RFPN (20 DMN and 14 RFPN
regions) (Fig. 2A and Table S2) and separately computed task-
related and task-unrelated functional connectivity between each
pair of regions to yield two 34 × 34 functional connectivity matrices
(one task-related and one task-unrelated) for each individual.
These matrices were then decomposed into nonoverlapping sets
of brain regions, termed modules, showing higher functional con-
nectivity with each other than with other areas using a modularity
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decomposition algorithm suitable for unthresholded, weighted,
and signed networks (37) (SI Text, section S.5).
To account for individual variability in the number and com-

position of modules identified across participants, we adapted
previously described methods (38) to identify the optimal modular
architecture for the entire sample for both task-related and
task-unrelated networks. Briefly, a coclassification matrix rep-
resenting the frequency with which each pair of nodes was
assigned to the same module across participants was constructed
separately for the task-related (Fig. 2B) and task-unrelated data
(Fig. 2F). These matrices were then subjected to a second-level
modular decomposition (Fig. 2 C and G). By this procedure, two
regions consistently coclassified in the same module across par-
ticipants were assigned to the same module in the second-level
partition (additional details in SI Text, section S.5).
For task-unrelated networks, the optimal decomposition iden-

tified two modules that almost perfectly replicated the ICA-based
classification; i.e., all nodes derived from the RFPN component
mapped onto a common module, whereas all DMN regions, ex-
cept for the right angular gyrus, were also grouped together (Fig.
2 A–C, RFPN is shown in green, and DMN is shown in magenta).
Thus, the initial ICA-based separation of DMN and RFPN
regions was recapitulated by a modular decomposition of their
pairwise spontaneous interactions. This consistency is noteworthy
given the different processing and analysis techniques used to
derive these partitions, and it supports the hypothesis that the
default or intrinsic state of these two systems is one of functional
segregation or antagonism.
In contrast, the optimal modular decomposition for task-re-

lated interactions identified three modules. All but one of the
regions in the RFPN module were consistent with the analysis of
task-unrelated data, but the DMN split into two smaller sub-
groups: a larger module comprising 12 nodes (DMNa module;
magenta in Fig. 2 E and G) and a smaller group comprising
seven regions (DMNb module; cyan in Fig. 2 E and G).
To understand the functional roles played by each module and

their constituent nodes, we examined the consistency and diver-
sity with which different regions were coclassified into the same
module across participants. Classification consistency was esti-
mated by computing the within-module strength, z, of each node
separately in the task-related and task-unrelated group coclassi-
fication matrices. Classification diversity was computed using the
diversity coefficient h (37, 39) (formal definitions are provided in
SI Text, section S.5). Applied in this context, z quantified the
degree to which each region was classified in the same module
across participants relative to other nodes in the same module.
Brain regions with high z values represent core components of

their module and thus act as local connectivity hubs. The diversity
coefficient, h, quantified the variability of each region’s modular
assignment across participants. Regions with high h have a rela-
tively equal probability of being classified into different modules
across participants, because their connectivity is dispersed between
modules from individual to individual. These regions, therefore,
represent transitional nodes that facilitate functional integration
between modules (37, 39) (additional details in SI Text, section S.5).
For task-unrelated networks, regional z and h were negatively

correlated such that network nodes were characterized by either
high classification consistency or high classification diversity (Fig.
2D). DMN regions with high z, representing core module ele-
ments, included known hubs such as posterior cingulate and
dorsal and ventromedial prefrontal regions (7). Core RFPN
elements included superior parietal and lateral prefrontal areas,
consistent with prior work (24). Transitional nodes, character-
ized by high h, included areas that have previously been shown to
promote functional integration between DMN and EAS regions
in certain task contexts, such as dorsal posterior cingulate and
right frontoopercular cortices (22, 30, 40).
A similar negative association between z and h values was

evident for nodes in the DMNa and RFPN modules of task-re-
lated networks (magenta and green, respectively, in Fig. 2 E and
G). In contrast, nodes in the DMNb module (cyan in Fig. 2 E and
G) were primarily characterized by high h. This property suggests
that these DMNb regions collectively formed a transitional
module with connectivity dispersed across DMNa and RFPN
regions. In other words, the DMNb module acted as a bridge
facilitating functional integration within and between the DMN
and RFPN. ANOVA confirmed that the mean diversity co-
efficient of DMNb regions (M = 0.90, SD = 0.062) was higher
than for DMNa (M = 0.734, SD = 0.12) and RFPN (M = 0.569,
SD = 0.160) regions [F(2, 31) = 15.512, P < 0.001]. Against this
background, the right posterior cingulate cortex (PCC) stood out
as a region showing both high h and high z, indicating that it was a
core element of the transitional DMNb module that also retained
diverse connectivity with DMNa and RFPN regions. This result
suggests that the right PCC represents a putative information-
processing bottleneck that acted as a connectivity hub within the
transitional DMNb module, while concomitantly facilitating func-
tional integration between DMNa and RFPN regions. Notably,
however, individual differences in nodal connectivity measures did
not correlate with recollection RT (SI Text, section S.6).

Discussion
Replicated reports of competitive or anticorrelated dynamics be-
tween large-scale functional brain systems have been interpreted

Fig. 1. Connectivity Z maps and sample mean network time courses of each of the five networks of interest. Dotted lines represent SD. Time courses are
overlaid on a task regressor modeling activity associated with recollection blocks and indicating the onset of these trials relative to the baseline condition
(gray line, arbitrary units). The spatial maps display voxels showing significant functional connectivity at P < 0.05, familywise error corrected (cluster extent >
10 voxels). Left hemisphere presented on the right hand side of each panel.
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as evidence for a fundamental distinction and antagonism be-
tween neural systems supporting introspective and extrospective
processing (1, 2, 16). Our results suggest a revision of this view in
light of (i) the diversity of interactions between the DMN and
different components of the EAS; (ii) the context dependence of
these interactions; and (iii) the substantial variability in the degree
to which competitive or cooperative interactions between the
DMN and different EAS components were expressed across
individuals. In particular, our findings show that, under certain
task conditions (such as the recollection paradigm studied here),
greater cooperation between these systems is actually associated
with better performance. This enhanced cooperation is facilitated
by dynamic, context-dependent reconfiguration of the DMN into
core and transitional modules, with the latter supporting greater
functional integration between the DMN core and frontoparietal
areas. In facilitating these dynamic shifts of functional network
architecture, the right PCC seems to act as a critical information-
processing bottleneck, representing a major hub of the transi-
tional DMN module while also retaining high functional inte-
gration with other regions.
The association between faster recollection RT and stronger

DMN–RFPN cooperation counters the hypothesis that greater
antagonism between DMN and EAS regions invariably supports
optimal task performance (1, 16). According to this view, the
introspective processes mediated by the DMN can interfere with
EAS-related processes that support attention to external stimuli.
Consequently, greater separation of these functions, which are
reflected in a stronger anticorrelation between their activation
dynamics, should support adaptive and efficient behavior. This
hypothesis has been supported by work using attentional or
cognitive control tasks (14, 16, 17). Recent work using alternative
experimental paradigms has, however, identified task contexts
during which DMN and EAS regions coactivate or enhance

functional connectivity (11, 22, 23, 29, 31–33, 41). Such findings
indicate that competitive large-scale brain network dynamics are
not an invariant property of brain function.
In our analyses, the need to isolate context-dependent net-

work interactions was highlighted by the different findings that
we obtained when considering task-unrelated dynamics. Indeed,
our results indicate that cooperative interactions between DMN
and EAS regions emerge as a context-dependent shift from an
intrinsic or default state of antagonism as functional segregation
between the DMN and different EAS components was generally
more pronounced in task-unrelated functional connectivity
measures (the major exception was the DMN–LFPN pair) (Fig. 1
and Fig. S2). Thus, methods that isolate task-related, context-
dependent network interactions will provide a more sensitive
characterization of circumstances under which cooperation be-
tween the DMN and EAS arises. Accordingly, many of the studies
reporting evidence for cooperation between these systems have
used such techniques (23, 31, 32, 41). In our analyses, the im-
portance of isolating these interactions was underscored by the
33–38% greater covariance observed between recollection RT
and DMN–RFPN nit values compared with nis measures.
Functional diversity within the EAS may also contribute to

inconsistent reports of competitive or cooperative interactions
with the DMN across studies. The EAS is loosely defined as a
collection of brain regions often showing increased activation
during cognitively demanding tasks, and it has been labeled with a
variety of names, including the task positive network (3, 15), ex-
trinsic network (4), external awareness network (42), and cog-
nitive control network (30). Part of this confusion stems from
differences in the methods used to define the system, which have
included activation patterns (5), seed-based correlation analyses
(24), anticorrelation with the DMN (2), and ICA (3, 16, 30).
Each of these methods can result in different network definitions.

Fig. 2. Illustration of node-specific functional roles mediating task-related and task-unrelated functional interactions between the DMN and RFPN. (A)
Anatomical location of spherical regions of interest that comprise the DMN (magenta) and RFPN (green) modules, as identified by the modular decomposition
of the task-unrelated functional connectivity data (maps colored according to the original assignments implied by the ICA can be seen in Fig. S5). (B) Task-
unrelated group consistency coclassification matrices (SI Text, section S.5) reordered to emphasize the optimal modular structure for the sample. Solid black
lines indicate boundaries between modules. Arrows highlight regions with module assignment that differed from the assignment implied by the initial ICA.
(C) Fruchterman–Reingold force-directed projections showing intra- and intermodular connectivity in the task-unrelated network. Strongly connected nodes
are placed in closer proximity to each other. Intramodule connections are colored according to the module identity of the nodes that they interconnect.
Intermodular connections are colored black. Yellow arrows highlight regions with module assignments that differ from the assignments implied by the initial
ICA (Fig. S5). (D) Scatterplots of classification consistency, z, and classification diversity, h, of each region in the task-unrelated data. Colors indicate the
module to which each region belongs. (E) Location of regions belonging to the RFPN (green), DMNa (magenta), and DMNb (cyan) modules identified in the
task-related functional connectivity analysis. (F–H) Group coclassification matrix, force-directed projection, and consistency-diversity scatterplot, respectively,
for the task-related data. Table S2 explains the abbreviated node labels. R, right hemisphere; L, left hemisphere.
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For example, the work by Vincent et al. (24) used seed-based
correlation analysis of resting-state fMRI data to identify a broad
frontoparietal control system, comprising regions of the CON,
LFPN, and RFPN as defined in our study. They argued that this
control system was anatomically interposed between the DMN
and anticorrelated DAN, and was thus well-positioned to facili-
tate functional integration between the two. Support for this view
comes from evidence that regions of the frontoparietal control
system flexibly couple with either the DMN or DAN, depending
on the task at hand (23, 33). However, this view does not account
for metaanalytic evidence supporting functional dissociations
between cinguloopercular and frontoparietal components of the
broader control system described by Vincent et al. (5, 24, 26) as
well as evidence that the CON may initiate switches between
competitive processing modes dominated by the DMN and
frontoparietal regions (22).
Our results support a functional distinction between the CON

and frontoparietal systems as well as between left- and right-
lateralized components of the frontoparietal network. Specifi-
cally, we found that the CON, LFPN, and RFPN each showed
diverse modes of interaction with the DMN (Fig. S2); that rec-
ollection RT correlated specifically RFPN–DMN interactions;
and that it was the context-dependent interactions between these
networks that most strongly dissociated the RFPN from other
components of the EAS. The last conclusion is supported by our
analyses of group-averaged and task-related data, which pointed
to strong functional segregation between the DMN and all EAS
components (Figs. 1 and 2). This result again highlights the
importance of considering the context-dependent character of
large-scale brain dynamics.
The identification of DMN–RFPN interactions as being spe-

cifically associated with recollection RT is notable given the
proposed roles of these networks in recollection. The DMN is
commonly activated during successful memory retrieval and less
active during recollection errors (15). Accordingly, it is thought
to play a critical role in the storage and/or recollection of con-
textual associations (43). In contrast, activation specifically of
right-lateralized frontal and parietal regions has been associated
with controlled memory retrieval (44) and heuristic evaluation
processes (45), the monitoring of retrieved memoranda (46), and
more general retrieval-related decision-making (47). Together,
these findings indicate that the DMN supports rapid, effortless
retrieval of contextual associations, whereas the RFPN may
support more strategic searches through memory and/or the
monitoring of retrieved information. Our findings indicate that
cooperative interactions between these two networks, as reflec-
ted in greater positive functional connectivity, are associated
with more rapid recollection performance. Thus, one hypothesis
to emerge from these data is that enhanced functional coupling
of DMN and right-lateralized frontoparietal regions reflects
greater access of RFPN-related search and monitoring processes
to well-learned contextual associations mediated by the DMN,
resulting in relatively effortless and rapid retrieval. This view
predicts that memory recalled with greater confidence should be
associated with greater DMN–RFPN cooperation. To test this
hypothesis, we ran secondary analyses testing for associations
between DMN–RFPN nit values and behavioral measures of
recollection confidence acquired during our task (SI Text, section
S.1). We found that strong positive functional connectivity be-
tween the DMN and RFPN was indeed associated with greater
memory confidence (ρ = 0.544, P = 0.027). This result supports
the hypothesis that enhanced RFPN–DMN coupling is associ-
ated with rapid, effortless recollection.
Greater cooperation between the DMN and RFPN was facil-

itated by a context-dependent reconfiguration of the DMN into
two distinct components: a core DMNa module and a smaller
DMNb transitional module. The high mean classification di-
versity of nodes in the transitional module indicated that it acted

as a bridge supporting functional integration between the DMNa
and RFPN modules. In particular, the right PCC stood out as a
putative information-processing bottleneck, representing a core
hub of the transitional module while also retaining high con-
nectivity with the other two modules. It may thus act as a catalyst
that provokes context-dependent departures from a default state
of DMN–RFPN antagonism to support greater functional in-
tegration during recollection. In this regard, although there was
no significant correlation between recollection RT and individual
differences in PCC function (or between RT and functional
measures computed for any other area) (SI Text, section S.6), the
region played a critical role in facilitating the context-dependent
shifts of large-scale network organization that did support rapid
recollection (i.e., greater task-related collaboration between DMN
and RFPN regions). The centrality of the PCC to these network
interactions is also supported by recent evidence that the region
plays an important role in recollection (43), that it is a major
connectivity hub in the brain (48) with functional properties that
are under strong genetic influence (49, 50), and that it represents
a core region that flexibly interacts with different DMN components
depending on the task being performed at any given time (30).
In summary, our findings highlight the context dependence of

large-scale functional network interactions in the brain. In par-
ticular, they indicate that competitive interactions between DMN
and EAS regions are not an invariant property of adaptive be-
havior and that these systems can interact cooperatively in certain
circumstances to support optimal task performance. A greater
appreciation of the diversity of functional interactions in the
brain, their context sensitivity, and the roles that individual brain
regions play in facilitating these interactions will yield a more
accurate characterization of the behavioral significance of large-
scale brain network dynamics.

Methods
Experimental Design. Sixteen healthy, right-handed participants (seven male;
mean age= 24.3 y, range = 19–36 y) underwent five study and five test phases
of a contextual recollection task in the scanner, although only test phases
were scanned (additional details in SI Text, section S.1 and details on image
acquisition, processing, and general linear model in SI Text, section S.2). All
participants gave written, informed consent. The study was approved by the
Cambridge Local Research Ethics Committee.

Network Analyses. We identified spatially independent, temporally coherent
networks of voxels using spatial ICA, which was implemented in the Group
ICA for fMRI Toolbox (GIFT; http://mialab.mrn.org/software/gift/) (SI Text,
section S.3). Task-related and task-unrelated functional interactions between
these large-scale networks were computed using partial correlation of rep-
resentative component time courses. Task-related network interactions were
estimated using a correlational psychophysiological interaction (cPPI) anal-
ysis developed specifically for this purpose using freely available code (http://
www.psychiatry.unimelb.edu.au/centres-units/mnc/research/connectivity_
software.html) (SI Text, section S.4). Task-unrelated functional interactions
were estimated after task-related variance was removed from each net-
work’s time course using a Gramm–Schmidt orthogonalization procedure,
consistent with previous studies (36) (SI Text, section S.4). We chose this
method over a pure resting-state design, because we wanted to examine
putative spontaneous processes during performance of the actual task and
not during a completely different experimental context, which can influence
estimates of spontaneous functional interactions (51–53) (SI Text, section S.4).
Modularity analyses were performed using freely available software (https://
sites.google.com/a/brain-connectivity-toolbox.net/bct/) (SI Text, section S.5).
Associations with behavior were tested using Spearman’s rank correlation
coefficient combined with permutation testing and Bonferroni correction
for multiple comparisons (SI Text, section S.6).
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