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This work presents a replica exchanging self-guided Langevin dynamics (RXSGLD) simulation
method for efficient conformational searching and sampling. Unlike temperature-based replica ex-
changing simulations, which use high temperatures to accelerate conformational motion, this method
uses self-guided Langevin dynamics (SGLD) to enhance conformational searching without the need
to elevate temperatures. A RXSGLD simulation includes a series of SGLD simulations, with sim-
ulation conditions differing in the guiding effect and/or temperature. These simulation conditions
are called stages and the base stage is one with no guiding effect. Replicas of a simulation sys-
tem are simulated at the stages and are exchanged according to the replica exchanging probability
derived from the SGLD partition function. Because SGLD causes less perturbation on conforma-
tional distribution than high temperatures, exchanges between SGLD stages have much higher prob-
abilities than those between different temperatures. Therefore, RXSGLD simulations have higher
conformational searching ability than temperature based replica exchange simulations. Through
three example systems, we demonstrate that RXSGLD can generate target canonical ensemble dis-
tribution at the base stage and achieve accelerated conformational searching. Especially for large
systems, RXSGLD has remarkable advantages in terms of replica exchange efficiency, confor-
mational searching ability, and system size extensiveness. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4737094]

I. INTRODUCTION

Conformational searching and sampling is a fundamen-
tal process of molecular systems. In the real world, molecu-
lar thermal motions are the driving force for conformational
searching. Raising temperatures can accelerate thermal mo-
tions and is often very effective for speeding up physical and
chemical processes. For computational studies, it is often dif-
ficult to properly search and sample the conformational space
of large molecular systems with current computing resources.
There are many ways to accelerate conformational searching
and sampling, such as modifying energy surfaces and raising
temperatures. Raising temperatures is often more convenient
and has been widely used. For example, simulated annealing
and temperature-based replica exchange have found applica-
tions in many computational studies. However, raising tem-
perature causes changes in conformational distribution, and
often leads to complications such as protein unfolding and
phase transition.

Unlike high temperature simulations that accelerate all
thermal motions, the self-guided Langevin dynamics (SGLD)
(Refs. 1–3) enhances only the low frequency motion that is
the most important for conformational searching and sam-
pling. SGLD is unique in that with a simple local averag-
ing scheme, it selectively enhances molecular motions based
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wuxw@nhlbi.nih.gov. Telephone: 301-451-6251. Fax: 301-480-6496.

on their frequencies without modifying energy surfaces or
raising temperatures. SGLD simulations have been applied
to many studies of long time scale events, such as the con-
formational reorganization of protein staphylococcal nuclease
(SNase),4 hydration state and rotameric substates of SNase,5

conformational transitions induced by dephosphorylation in
nitrogen regulatory protein C (NtrC) protein,6 conformational
transitions in a membrane transporter protein lactose perme-
ase (LacY),7 and characteristics of the denatured state of the
human prion (huPrP).8

The concept of SGLD can be illustrated by Fig. 1. In nor-
mal dynamics, such as in Langevin dynamics, kinetic energy
distributes evenly among all degrees of freedom, i.e., kT/2 per
degree of freedom. The alanine dipeptide shown in Fig. 1 has
high frequency motions like bond vibration and bond bend-
ing, and low frequency motions, such as the bond rotations
about the φ, ψ dihedral angles. All these motions have the
same kinetic energy, or temperature, T, in the canonical en-
semble. The low frequency motions, the changes of the φ, ψ

dihedral angels in this case, are the limiting steps for con-
formational searching. These low frequency motions can be
enhanced by elevating temperatures. However, at high tem-
peratures, all motions, most of them high frequency motions,
are more energetic, which dramatically enlarge the accessible
conformational space and shift major conformational distri-
bution to otherwise unpopulated regions. In SGLD, the guid-
ing forces enhance the low frequency motions, as defined by
the local averaging time, tL, while suppressing high frequency
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FIG. 1. Thermal motions of an alanine dipeptide in Langevin dynamics and
in self-guided Langevin dynamics simulations. Atoms are drawn as sticks.
Carbon, oxygen, nitrogen, and hydrogen atoms are colored as grey, red, blue,
and white, respectively. In LD, all motions have kinetic energies equivalent
to a temperature of T, while in SGLD, low frequency motion gain more ki-
netic energy, becoming hotter, and high frequency motions lose some kinetic
energy, becoming cooler. It is the low frequency motion that controls the con-
formational searching, therefore, SGLD achieves enhanced conformational
searching ability without raising temperature.

motions to maintain the overall temperature. In other words,
the low frequency motions will gain more kinetic energy and
become hotter. At the same time, the high frequency motions
will lose kinetic energy and become cooler. The overall tem-
perature remains unchanged. The enhancement in the low fre-
quency motions will increase the transition of the backbone
dihedral angles, which leads to an accelerated conformational
searching. Because most of degrees of freedom are high fre-
quent in nature, enhancing only the low frequency motions
has a much smaller disturbance on the conformational distri-
bution than enhancing all motions due to elevated tempera-
tures.

SGLD relies on the guiding forces to enhance the low
frequency motions. Under the effect of the guiding forces,
SGLD has its own conformational distribution, defined as the
SGLD ensemble. The partition function of the SGLD ensem-
ble has been derived recently2 which allows a conversion be-
tween the SGLD ensemble and the canonical ensemble so
that canonical ensemble properties can be calculated from
SGLD simulations through reweighting. Based on the SGLD
partition function, we further developed the force-momentum
based self-guided Langevin dynamics (SGLDfp)9 method, to
directly sample the canonical ensemble without the need of
reweighting.

Temperature-based replica exchange methods utilize ele-
vated temperatures to accelerate conformational search.10–14

Through replica exchanging, a system can overcome en-
ergy barriers at high temperatures and maintain conforma-
tional distributions at different temperatures. For large sys-
tems, elevating temperatures causes a significant change in
energy distributions, which requires a large number of repli-
cas to achieve reasonable exchange probabilities, which in
turn increases simulation cost accordingly. This size de-
pendence is termed as not size extensive. Many efforts
have been dedicated to address this difficulty for large
systems.15–26

Because SGLD accelerates conformational searching and
sampling, it can also be used for replica exchange simulations.
Lee and Olson applied SGLD directly to their temperature-
based replica-exchange (SGLD-ReX) simulations in their
study of protein folding.27 Because the SGLD partition func-
tion was not available at that time, they did not include the
guiding force effects in their calculation of the exchange prob-
abilities. Therefore, it is not surprising to observe certain de-
viations in their simulation results. To apply SGLD properly
in replica exchange simulations, the SGLD partition function
must be incorporated into the exchange probability to main-
tain the conformational distributions at different simulation
conditions.

This work presents the replica exchanging self-guiding
Langevin dynamics (RXSGLD) method. The goal of this
work are as follows: (1) to describe the details of the RXS-
GLD method and to show how to derive the exchange proba-
bility from the SGLD partition function, (2) to examine how
accurately RXSGLD samples the canonical ensemble, and (3)
to evaluate the conformational searching ability of RXSGLD
as compared to a temperature-based replica exchange simula-
tion method.

II. THEORY AND METHODS

The RXSGLD simulation method is a combination of
the replica exchange approach and the SGLD method. By in-
corporating the SGLD partition function into the exchange
probability, RXSGLD can maintain a canonical ensemble at
its base stage while achieve enhanced conformational search-
ing and sampling. Because SGLD plays a central role in this
method, we first briefly introduce the SGLD method1–3, 9 and
its conformational distribution, followed by a detailed de-
scription of the RXSGLD method.

A. SGLD simulation method

For any particle, i, the equation of the self-guided motion
has the following general form:

ṗi = fi + gi − γipi + Ri , (1)

where ṗi is the time derivative of momentum and fi is the in-
teraction force. Ri represents a random force, which is related
to the mass, mi, the collision frequency, γ i, and the simulation
temperature, T, by the following equation:

〈Ri(0)Ri(t)〉 = 2mikT γiδ(t). (2)
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Equation (1) contains a guiding force, gi, which is cal-
culated based on the momentum, pi, and the low frequency
momentum, p̃i ,

gi(t) = λiγi (p̃i(t) − ξpi(t)) . (3)

Here, λi is the guiding factor, which defines the strength of
the guiding force. When λi = 0, Eq. (1) reduces to that of
Langevin dynamics. The parameter, ξ , is an energy conserva-
tion factor to eliminate any net energy input from the guiding
force,∑

i

gi · ṙi =
∑

i

λiγi p̃i · ṙi − ξ
∑

i

λiγipi · ṙi = 0. (4)

The summation in Eq. (4) runs over all particles in a simu-
lation system. Eq. (4) means that the guiding force will not
cause energy flow between the system and its environment.
Instead, the guiding force will cause energy flow between dif-
ferent motion modes within a simulation system. The energy
conservation factor on each time step is determined from the
following equation:

ξ =
∑

i λiγi p̃i · ṙi∑
i λiγipi · ṙi

. (5)

The low frequency portion of any property, P, as denoted by
a “∼” cap, P̃ , is calculated as a local average in the following
progressive way:

P̃ (t) =
(

1 − δt

tL

)
P̃ (t − δt) + δt

tL
P (t). (6)

This calculation is very memory efficient and is simply
done by an update with current instantaneous values. This
local averaging acts like a low frequency filter that re-
duces high frequency components while keeps low fre-
quency contributions.2 Therefore, the results from Eq. (6) are
called the low frequency properties. Correspondingly, we call
P − P̃ the high frequency property. According to Eq. (3), the
guiding force has the characteristics of the low frequency mo-
mentum. As a result, it resonates and enhances low frequency
motions, which in turn, accelerates conformational searching
and sampling.

The low frequency and high frequency properties defined
by Eq. (6) should not be understood as a separation of prop-
erties based on the motion modes. They both contain con-
tributions from all motion modes, but with different propor-
tions. The low frequency properties contain more contribu-
tions from low frequency motion modes, while the high fre-
quency properties contain more from high frequency ones. In
other words, every motion mode contributes to both the low
frequency and the high frequency properties, but the propor-
tion depends on its frequency.

The effects of the guiding force on the low frequency mo-
tions and high frequency motions depend on simulation sys-
tems, simulation conditions, and many other factors, such as
the coupling between motion modes. Therefore, it is difficult
to characterize quantitatively the effects of the guiding forces
theoretically. Nonetheless, we can evaluate the effects from

SGLD simulations. To summarize, we use λlfand λhf to repre-
sent the bias effects on the low frequency and high frequency
energy surfaces, and use χ lf and χhf to represent the effects
on the low frequency and the high frequency motions, respec-
tively. Taken together, an SGLD ensemble has a configura-
tional partition function of the following form:2

	SGLD ≈
∑

exp

(
−λlfχlfẼp

kT
− λhfχhf(Ep − Ẽp)

kT

)
. (7)

Here, the summation runs over all microscopic states. The fac-
tors, λlfand λhf, which are called the low frequency energy
factor and the high frequency energy factor, respectively, are
calculated as the average projections of the total forces in the
direction of the interaction forces as follows:

λlf =
〈∑

i (f̃i + g̃i − γi p̃i)f̃i
〉

〈∑
i f̃i f̃i

〉 , (8)

λhf =
〈∑

i (fi − f̃i + gi − g̃i − γi(pi − p̃i))(fi − f̃i)
〉

〈∑
i (fi − f̃i)(fi − f̃i)

〉 . (9)

The factors, χ lf and χhf, which are called the low fre-
quency collision factor and the high frequency collision fac-
tor, respectively, are calculated according to the projections
of the guiding forces in the direction of the friction forces as
follows:

χlf = T̃0

T̃
= 1 −

〈∑
i g̃iγi p̃i

〉
〈∑

i γ
2
i p̃i p̃i

〉 , (10)

χhf = T − T̃0

T − T̃
= T − χlfT̃

T − T̃

= 1 −
〈∑

i γi(gi − g̃i) · (pi − p̃i)
〉

〈∑
i γ

2
i (pi − p̃i) · (pi − p̃i)

〉 . (11)

T̃ is called the low frequency temperature, which is calculated
from the low frequency momentum as

T̃ = 1

NDFk

〈∑
i

p̃2
i

mi

〉
. (12)

T̃0 is the reference low frequency temperature, which cor-
responds to the low frequency temperature when the guiding
factors, {λi}, are zero.

From Eqs. (8)–(11), we can see that in a Langevin dy-
namics (LD) simulation, λlf = 1, λhf = 1, χ lf = 1, and
χhf = 1. Therefore, from Eq. (7) we have

	LD =
∑

exp

(
− Ep

kT

)
. (13)

The partition function of the canonical ensemble from an
LD simulation, 	LD, can be related to that of an SGLD en-
semble, 	SGLD, by the following equation:

	LD =
∑

exp

(
− Ep

kT

)

=
∑

exp

(
−λlfχlf

Ẽp

kT
− λhfχhf

Ep − Ẽp

kT

)
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× exp

(
(λlfχlf − 1)

Ẽp

kT
+ (λhfχhf − 1)

Ep − Ẽp

kT

))

= 	SGLD〈wSGLD〉SGLD.

Here, wSGLD is called the SGLD reweighting factor,

wSGLD = exp

(
(λlfχlf − 1)

Ẽp

kT
+ (λhfχhf − 1)

Ep − Ẽp

kT

)
.

(14)

Any ensemble average, 〈P〉 LD, can be calculated in an
SGLD simulation as

〈P 〉LD = 〈PwSGLD〉SGLD

〈wSGLD〉SGLD
. (15)

To quantitatively describe the conformational search abil-
ity of an SGLD simulation, we define the self-guiding temper-
ature as

TSG = χhf

χlf
T = T̃ (T − T̃0)

T̃0(T − T̃ )
T . (16)

The self-guiding temperature, TSG, provides a rough mea-
sure of the conformational searching ability in the unit of tem-
perature. An SGLD simulation with a self-guiding tempera-
ture of TSG has conformational search ability comparable to
that of a high temperature simulation at T = TSG. In SGLD
simulations, one can either set the guiding factors, {λi}, or set
a target self-guiding temperature, T 0

SG, and adjust the guiding
factors, {λi}, so that TSG approaches T 0

SG.

B. Replica exchanging self-guiding Langevin
dynamics simulation

A replica exchange simulation consists of a number of
parallel simulations of identical systems, which are called
replicas, at different simulation conditions, which are called
stages. For a typical temperature based replica exchange sim-
ulation, replicas represent different conformational states, and
stages represent different temperatures. A replica exchange
means either two replicas exchanging their stages, or two
stages exchanging their replicas. Both schemes have the same
results but different exchanging information, which only af-
fects communication efficiency and post processing proce-
dures.

Figure 2 illustrates the basic scheme of a RXSGLD sim-
ulation. There are k+1 stages with different simulation condi-
tions. The stage with the conditions of interest is designated as
stage 0 (T (0)

SG = T and T(0) = T), and is called the base stage.
The other k stages have different guiding temperatures, T

(i)
SG,

and the same or different temperatures, T(i). The stage with the
maximum condition is called the top stage with T(k) and T

(k)
SG .

We use the base and top conditions to denote a replica ex-
change simulation, such as TSG = T

(0)
SG /T

(k)
SG and T = T(0)/T(k).

To make all exchanges between neighboring stages to have
similar acceptance ratios, it is suggested to have temperatures
exponentially distributed.12 We use the following formula to
set temperatures and the self-guiding temperatures for each

R… … …R

R… … …R

…

R … …RR

R … …RR

…

Base:
stage 0

Top:
stage k

stage i

stage i+1

1 or more replicas

),( )(
SG

)( nn TT

),( )1(
SG

)1( ii TT

),( )(
SG

)( ii TT

),( )0(
SG

)0( TT

)(
SG

)0(
SGSG / kTTT

)()0( / kTTT

random picks

Stage conditions

FIG. 2. A basic scheme describing the replica exchanging self-guided
Langevin dynamics simulation. There are multiple stages with different sim-
ulation conditions, T(i)and T

(i)
SG. The base stage has the simulation condition

of interest, T(0)and T
(0)

SG = T (0). A simulation system is replicated to many
copies, called replicas. On each stage there are one or more replicas. Between
stages, a pair of randomly chosen replicas are exchanged according to the ex-
changing probability. A TRXLD simulation has different stage temperatures,
T(i) ≥ T(0), but no guiding force, T

(i)
SG = T (0), and a RXSGLD simulation has

difference self-guiding temperatures, T
(i)

SG ≥ T (0).

stage:

T (i) = T (0)

(
T (k)

T (0)

) i
k

, (17a)

T
(i)

SG = T
(0)

SG

(
T

(k)
SG

T
(0)

SG

) i
k

= T (0)

(
T

(k)
SG

T (0)

) i
k

. (17b)

The right expression of Eq. (17b) is due to the fact that
T

(0)
SG = T (0). At different stages the temperature-based replica

exchanging Langevin dynamics (TRXLD) has only different
temperatures, while RXSGLD has different guiding temper-
atures, {T (i)

sg }, and/or different temperatures. In this work, we
keep temperatures constant, T(i) = T(0), in all the RXSGLD
simulations.

The simulation system is replicated to many replicas. As
shown in Fig. 2, one or more replicas are assigned to each
stage. The number of replicas in each stage can be differ-
ent. Between stages, a pair of randomly chosen replicas is ex-
changed according to the exchange probability, which will be
described below. For simplicity, all simulations in this work
use only one replica per stage.

The key quantity for a successful replica exchange sim-
ulation is the exchange probability. Based on the SGLD
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partition function, Eq. (7), it is straightforward to derive the
exchange probability between different stages. We use X(i)

m

and Tm to represent conformation i and temperature of stage
m. According to the SGLD partition function, Eq. (7), the dis-
tribution probability of X(i)

m is
ρSGLD

(
X(i)

m

)
= 1

	
(m)
SGLD

exp

(
−λ

(m)
lf χ

(m)
lf Ẽ(i)

p

kTm

− λ
(m)
hf χ

(m)
hf (E(i)

p − Ẽ(i)
p )

kTm

)

= 1

	
(m)
SGLD

exp
(−μ̃mẼ(i)

p − μmE(i)
p

)
. (18)

Here, the parameters are defined as

μ̃m = λ
(m)
lf χ

(m)
lf − λ

(m)
hf χ

(m)
hf

kTm

(19a)

and

μm = λ
(m)
hf χ

(m)
hf

kTm

. (19b)

When two replicas exchange, the state of the replica sys-
tem changes from {. . . ,X(i)

m , . . . ,X(j )
n , . . . } to {. . . ,X(j )

m ,. . . ,
X(i)

n ,. . . }, and the exchange probability, πRX, can be expressed
in the following form:

πRX
({

X[i]
m , X[j ]

n

} → {
X[j ]

m , X[i]
n

}) = ρSGLD
(
X[j ]

m

)
ρSGLD

(
X[i]

n

)
ρSGLD

(
X[i]

m

)
ρSGLD

(
X[j ]

n

)
= exp

(− μ̃m

(
Ẽp

(
X[j ]

m

)−Ẽp
(
X[i]

m

)) − μm

(
Ep

(
X[j ]

m

) − Ep
(
X[i]

m

)) − μ̃n

(
Ẽp(X[i]

n )−Ẽp
(
X[j ]

n

))
−μn

(
Ep

(
X[i]

n

) − Ep
(
X[j ]

n

)))
≈ exp

(− (μ̃m − μ̃n)
(
Ẽp

(
X[j ]

n

) − Ẽp
(
X[i]

m

)) − (μm − μn)
(
Ep

(
X[j ]

n

) − Ep
(
X[i]

m

)))
. (20)

Here, we approximate that the low frequency energies at
different stages are the same for the same conformation:
Ẽp(X[j ]

m ) ≈ Ẽp(X[j ]
n ), and Ẽp(X[i]

n ) ≈ Ẽp(X[i]
m ). This approx-

imation is accurate if Tm = Tn, which is recommended for
RXSGLD simulations.

For TRXLD, λ(m)
lf = 1, λ(m)

hf = 1, χ (m)
lf = 1, and χ

(m)
hf = 1,

we have μ̃m = μ̃n = 0, and μm = βm = 1
kTm

, μn = βn = 1
kTn

,
and the exchange probability takes the well known form:12

πTRXLD
({

X[i]
m , X[j ]

n

} → {
X[j ]

m , X[i]
n

})
= exp

(− (βm − βn)
(
Ep

(
X[j ]

n

) − Ep
(
X[i]

m

)))
. (21)

To evaluate the exchange probability in a RXSGLD sim-
ulation, one needs the low frequency exchange coefficient,
μ̃m = βm(λ(m)

lf χ
(m)
lf − λ

(m)
hf χ

(m)
hf ), and the high frequency ex-

change coefficient, μm = βmλ
(m)
hf χ

(m)
hf , which in turn, need pa-

rameters λ
(m)
lf , λ

(m)
hf , χ

(m)
lf , and χ

(m)
hf at each stage. One way

to calculate these parameters is from individual SGLD pre-
simulations at all the stage conditions. A more convenient al-
ternative is like in the SGLDfp method,9 to estimate these pa-
rameters during the simulations. The ensemble averages for
the calculation of λlf, λhf, χ lf, and χhf in Eqs. (8)–(11) are
estimated during simulations as evolving averages,

ᾱ(t) =
(

1 − δt

test

)
ᾱ(t − δt) + δt

test
α(t). (22)

Here, α(t) represents an instantaneous value of any quan-
tity, and ᾱ(t) represents its estimated average. The estimation
time, test, is set according to the system size and estimation
accuracy. Typically, we choose test = 10tL.

At each exchange interval, the exchange prob-
ability between a pair of neighboring stages,

πRX({X[i]
m , X[j ]

m+1} → {X[j ]
m , X[i]

m+1}), is calculated according to
Eq. (20) and the acceptance is determined by the Metropolis
criterion: min{1, πRX({X[i]

m , X[j ]
m+1} → {X[j ]

m , X[i]
m+1})}. Here,

m is alternately odd and even stage numbers. Once a replica
exchange is accepted, the replicas at the mth and the (m+1)th
stages are exchanged. Due to the differences in either the
temperatures or the self-guiding temperatures, or both, the
momentum, pi, is scaled by a temperature-scaling factor,

p′(n)
i = smnp(m)

i , (23a)

p′(m)
i = snmp(n)

i , (23b)

smn =
√

Tn

Tm

= 1

snm

. (24)

Also, the low frequency momentum, p̃i , is scaled by a
low frequency temperature-scaling factor,

p̃′(n)
i = s̃mnp̃(m)

i , (25a)

p̃′(m)
i = s̃nmp̃(n)

i , (25b)

s̃mn =
√

T̃n

T̃m

= 1

s̃nm

. (26)

Between exchanges, standard SGLD simulations are per-
formed at all stages. The SGLD simulation details can be
found elsewhere.1, 2
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C. Simulation details

The RXSGLD method has been implemented and is
available in CHARMM28, 29 version c36 and AMBER30 ver-
sion 12. The simulation results reported here are obtained
with CHARMM. Eight stages are used for all replica ex-
change simulations reported here. Exchanges are attempted
every 1000 time steps. Simulation information and trajec-
tories are output by stages separately for easy processing
and analysis. All RXSGLD simulations use a local average
time of 0.2 ps. All RXSGLD simulations in this work have
T

(i)
SG > T

(0)
SG = T (0) and T(i) = T(0) and all TRXLD simulations

have T
(i)

SG = T (0) and T(i) > T(0), with T
(i)

SG and T(i) on stage i
are calculated with Eqs. (17a) and (17b).

III. RESULTS AND DISCUSSIONS

In this section, through three example systems we exam-
ine the conformational sampling accuracy and conformational
search efficiency of the RXSGLD method. There are many
replica exchange methods available,12, 15–19, 21–26, 31–75 it is not
practical to have a thorough comparison with all the meth-
ods. In this work, we only compare RXSGLD with TRXLD
to provide a general understanding of its performance.

A. The skewed double well system

First, we use this thoroughly studied simple system to ex-
amine the accuracy and efficiency of the RXSGLD method.
A skewed double well system represents the simplest system
with an energy barrier to cross. This system has only one par-
ticle, and the particle moves on a skewed double well energy
surface of the following form:

εp(x, y, z) = a

w2
(x2 + z2) + b

w4
y2(y − w)2 + s

w
y. (27)

The parameter, a, defines the energy surface in the x and
z dimensions, and the parameters, b and w, defines a double
well potential in the y dimension. There are two wells, one at
y = 0 and the other at y = w. The skew parameter, s, defines
the energy difference between the two wells. There are only
three degrees of freedom and the partition function can be
separated for each degree of freedom,

	xz = πkT w2

a
, (28a)

	y =
∫ ∞

−∞
exp

(
−

b
w4 y

2(w − y)2 + s
w
y

kT

)
dy. (28b)

The ensemble average properties can be calculated from the
following equations:

Exz = kT , (29a)

Ey = 1

	y

∫ ∞

−∞

(
b

w4
y2(w − y)2 + s

w
y

)
e−

b

w4 y2(w−y)2+ s
w y

kT dy,

(29b)

ρxz(rxz) = 2a

kT w2
e
− ar2

xz

kT w2 , (30a)
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FIG. 3. The skewed double well potentials in the y-dimension. The potential
function is shown in Eq. (27). The skew parameter, s, controls the relative
depths of the two wells. The energy barrier between the two wells is about
10 kT0.

ρy(y) = 1

	y
e−

b

w4 y2(w−y)2+ s
w y

kT . (30b)

Here, rxz = √
x2 + z2. In this work, we chose a = 20000kT0,

b = 160kT0, andw = 2Å. Three double well systems with dif-
ferent skew parameters, s = 0, kT0, and 2kT0, were examined.
Here, T0 = 50 K is the base temperature. Figure 3 shows the
three skewed double well potentials in the y dimension. The
two wells are at y = 0 Å and y = 2 Å and have different
depths depending on the skew parameter. An argon atom was
simulated on the energy surfaces. 8 stages and 8 replicas were
used for each replica exchange simulation. The TRXLD sim-
ulations were carried out at T = 50/100 K and the RXSGLD
simulations were at T = 50 K, TSG = 50/100 K. A collision
frequency of 100/ps was used to force the motion of the argon
atom into a random walk in nature. A time step of 1 fs was
used and the simulation length was 100 ns for each simula-
tion. The local averaging time was set to tL = 0.2ps for all
RXSGLD simulations.

Ensemble distributions are the first thing to examine to
validate a simulation method. Figure 4 compares the average
energies of each stage in the TRXLD, RXSGLD, as well as
the numerical solutions from Eq. (29a) and Eq. (29b). As can
be seen, at the base stages, both methods produce correct en-
semble average energies for the three systems. The base stage
averages are listed in Table I for a quantitative comparison.
These results serve as the first evidence that RXSGLD pro-
duces correct ensemble average properties at the base stages.
Comparing the average energies of all stages, we can see that
RXSGLD has smaller energy differences across the stages
than TRXLD, this is because SGLD only enhances the low
frequency motions and has less perturbation on conforma-
tional distribution than raising temperatures.

To demonstrate the different effects on conformational
distributions, we plotted the distributions in the y dimension
and in the x-z dimensions from the TRXLD and RXSGLD
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FIG. 4. Average stage energies in the TRXLD and RXSGLD simulations.
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lations has 8 stages with T = 50/100 K, and the RXSGLD simulations have
8 stages with TSG = 50/100 K and T = T0 = 50 K.

simulations in Fig. 5 and Fig. 6. From Fig. 5, we can see
clearly that, at the base stages, i.e., stage 0, both simulations
produced distributions that agreed well with the solution of
Eq. (30b). These results further demonstrate that RXSGLD
preserves canonical ensemble distributions at the base stage.
At stage 4 and stage 7, the y-distributions deviate from the nu-
merical solutions due to elevated temperatures in the TRXLD
simulations or due to the guiding effects in the RXSGLD
simulations. These results demonstrate that in the y dimen-
sion, where the atom has a low frequency motion, the guiding
forces and raising temperatures have similar effects.

TABLE I. Average properties of the skewed double well systems on the base
stage (T = 50 K). x1 is the fraction of distribution in the well near y = 0 Å.

Skew parameter Methods Epot, kT x1

0 solution 1.525 0.5
TRXLD 1.513 ± 0.002 0.477 ± 0.006

RXSGLD 1.520 ± 0.002 0.491 ± 0.006
kT solution 1.796 0.738

TRXLD 1.760 ± 0.010 0.763 ± 0.005
RXSGLD 1.827 ± 0.009 0.705 ± 0.006

2kT solution 1.762 0.878
TRXLD 1.754 ± 0.012 0.881 ± 0.003

RXSGLD 1.772 ± 0.011 0.876 ± 0.003
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FIG. 5. The y-coordinate distributions at stage 0, 4, and 7 in the TRXLD
(T = 50/100 K), RXSGLD (TSG = 50/100 K and T = T0 = 50 K) simulations.
The data is for the skewed double well system with s = 2kT0.

Figure 6 shows the distributions in the x-z dimensions
where the particle moves in high frequency modes. Clearly, at
stage 0, both simulation results agree well with the solution
of Eq. (30a). However, at other stages the distributions from
TRXLD and from RXSGLD are different. The distributions at
stages 4 and 7 from TRXLD deviate significantly from that at
the base stage, indicating raising temperatures also change the
distributions in the x-z dimensions. However, the distributions
on stages 4 and 7 from the RXSGLD simulations are almost
the same as on the base stages. That means the guiding forces
change little in the x-z dimensions, where the atom has high
frequency motions. This difference contrasts SGLD and high
temperature simulations, and explains why the energy differ-
ences across the stages in RXSGLD are smaller than those
in TRXLD. RXSGLD stages differ only in the low frequency
motions while TRXLD stages are different in all motions.

The conformational search efficiency can be examined
by the convergence in the conformational distribution. We use
the distribution fraction in the well near y = 0, denoted as x1,
to examine the convergence. Figure 7 shows x1 on the base
stages during the replica exchange simulations, as well as the
solutions using Eqs. (30a) and (30b). By the end of the simu-
lations, all results approach the solutions fairly well (Table I),
which again demonstrates that RXSGLD can sample the con-
formation correctly. As can be seen from Fig. 7, the RXSGLD
results approach the solutions faster than the TRXLD results
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for all three cases. These results prove that RXSGLD has bet-
ter conformational searching efficiency than TRXLD. For this
one-particle system, the improvement is not that significant.
As will be seen below, differences will be more significant for
larger systems.

B. The β-hairpin folding peptide with implicit solvent

Protein folding simulation is a major application of
enhanced sampling methods. Because of a large number
of degrees of freedom, protein conformational space is
huge, making protein folding a challenge for computational
studies. Replica exchange methods have been a preferred
choice for protein folding studies due to its strong con-
formational searching ability. Here, we chose a 9-residue
β-hairpin folding peptide to examine how the RXSGLD
method performs for this realistic system. This 9-residue
peptide studied here was designed by Blanco et al.76 and was
modified from the β-hairpin of α-amylase inhibitor ten-
damistat (residues 15-23). The amino acid sequence
of this peptide is: Tyr(1)-Gln(2)-Asn(3)-Pro(4)-Asp(5)-
Gly(6)-Ser(7)-Gln(8)-Ala(9). The screened Coulomb po-
tential implicit solvent model (SCPISM) was used77, 78

to describe the solvent effects. Using an implicit
solvation model in this example allows a fairly thor-
ough sampling of the conformational space so that we can
compare the conformational distributions quantitatively.

We performed an 8-stage TRXLD simulation (T
= 274/400 K) and an 8-stage RXSGLD simulation (T = 274
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FIG. 7. Distribution fractions of well 1, x1, on the base stages (T0 = 50
K) from the TRXLD (T = 50/100 K) and RXSGLD (TSG = 50/100 K and
T = T0 = 50 K) simulations. The solutions of Eq. (30) are shown as dashed
lines.

K, Tsg = 274/400 K). All simulations started from a fully ex-
tended conformation and were 200 ns in length. The collision
frequency was set to 1/ps.

Because there are many degrees of freedom in proteins,
it is often more convenient to cluster protein conformations to
provide a simplified description of the conformational distri-
bution. Here, we propose a subset indexing clustering (SIC)
method as described below to cluster simulation conforma-
tions.

(1) Subsets: separate the conformational variables to sub-
sets:

{x1, x2, . . . , xn} = {(xa1, xa2, . . .), (xb1, xb2, . . .), . . . ,

(xm1, xm2, . . .)}
= {sa, sb, . . . , sm}.

The conformation variables are chosen based on re-
search interest, such as dihedral angles of amino acids,
hydrogen bonds, or secondary structures.

(2) Regions: define regions in the distribution of each subset
variables. The distribution is generated from simulation
results. For a subset, si, there are ki regions: {Ri(1), Ri(2),
. . . , Ri(ki)}, and si ∈ Ri(1) + Ri(2) + · · · + Ri(ki). The
region index is defined as

Ii =

⎧⎪⎪⎨
⎪⎪⎩

1
2

· · ·
ki

si ∈ Ri(1)
si ∈ Ri(2)

· · ·
si ∈ Ri(ki)

. (31)
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FIG. 8. The distribution of the 16 backbone dihedral angles in the 9-reside
β-hairpin folding peptide calculated from the replica exchange simulations.
One to three regions are defined as labeled for each dihedral angle for the
subset index clustering.

(3) Clusters: A cluster represents a unique list of the region
indexes of all subsets, {I1, I2, . . . , Im}. Total possible
cluster numbers is the product of the numbers of subset
regions, Nc = ∏m

i=1 ki . A conformation is identified as a
SIC by indexing its subset regions,

SIC (x1, x2, . . . , xn) = {I1, I2, . . . , Im}.
Because the SIC method does not evaluate pairwise prop-

erties between conformations, it is very efficient and its com-
puting cost is an order of N. For proteins, it is a natural
choice to choose the φ, ψ dihedral angles of each amino acid
as a subset. The dihedral angle distribution regions for each
amino acid in protein structures have been well documented
and can be used for the subset index clustering of protein
conformations. For this small peptide of 9-amino acids, it is
more informational to use each of its 16 φ, ψ dihedral an-
gles (tyr(1) does not have φ and Ala(9) does not have ψ) as
a subset to perform the clustering. Figure 8 plots the popu-
lation of the 16 dihedral angles from all stages of the replica
exchange simulations. Based on the distributions, we define
ki = 1, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 3, 2, 2, 1 regions for the
16 dihedral angles, respectively. From the number of regions
we can calculate that there are total 12288 possible clusters.
The actual number of clusters visited by all the replicas in
both the TRXLD and RXSGLD simulations is 1145, among
which TRXLD visited 1056 clusters, and RXSGLD visited
730 clusters. However, at the base stage, TRXLD visited 244
clusters and RXSGLD visited 283 clusters. In other words,
TRXLD searched many high temperature conformations. It is
not surprising that at high temperatures, the replicas searched
more conformational space. However, at high temperatures,
the replicas very likely climbed into conformations that would
have low probabilities at the base temperature and failed to
reach the base stage. While in the RXSGLD simulation, the
guiding forces accelerate conformational searching but keep
the focus on the high probability region. In other words, rais-
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FIG. 9. Total numbers of clusters searched in the TRXLD (T = 274/500 K)
and RXSGLD (TSG = 274/400 K and T = T0 = 274 K) simulations. The
9-residue β-hairpin folding peptide is simulated with an implicit salvation
model.

ing temperatures increases accessible conformational space
that lead to a search of low populated regions, while the guid-
ing forces accelerate conformational search without signifi-
cantly increasing the accessible conformational space so that
the conformational search can be more concentrated on high
population regions. We can define a conformational searching
relevancy (CSR) as the number of clusters on the base stage
versus those on all stages. For the TRXLD simulation, the
CSR is 244/1056 = 23.1%, while for the RXSGLD simula-
tion, the CSR is 283/730 = 38.8%. These CSR values mean
that in the TRXLD simulation only 23.1% of searched con-
formations are of interest, while in the RXSGLD simulation,
about 38.8% searched conformations are relevant.

Figure 9 shows the number of clusters visited at the base
stage during the TRXLD and RXSGLD simulations. Clearly,
the number of clusters searched in RXSGLD increases faster
than that in TRXLD, demonstrating RXSGLD has stronger
conformational searching ability.

Because this β-hairpin folding peptide is a more realis-
tic system than the double well system discussed above, it
is more interesting to examine how its conformational space
is sampled in RXSGLD as compared to TRXLD. Figure
10 plots the cluster populations in the RXSGLD simulation
against that in the TRXLD simulation. For easy plotting in a
logarithm scale, the cluster populations are counted from 1.
In other words, a population of 1 means the cluster has not
been visited. As can be seen from Fig. 10, the cluster popu-
lation in the RXSGLD simulation correlates with that in the
TRXLD simulation fairly well, even though significant fluc-
tuation exists in those low population clusters. Figure 10 also
shows a linear fit of the data (the red dashed line), which is
very close to the ideal equation, y = x. This result indicates
that RXSGLD can provide correct conformational sampling
for this realistic peptide system.

In Fig. 10, we can see there are two high population
points, which represent two major clusters. We examined the
two structures and found both are hairpin-like conformations.
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A major difference between the two conformations is that
Gly(6) changes its dihedral angle, ϕ6, from region I to region
II (see Fig. 8).

C. The β-hairpin folding peptide in aqueous solutions

A major challenge to temperature-based replica exchange
simulation is its difficulties with large systems. When a sys-
tem is large, the same temperature difference will cause a
large energy change, which reduces the exchange probabil-
ity exponentially according to Eq. (21). This phenomenon is
termed as not size extensive. To achieve reasonable replica ex-
change probability, the number of stages and replicas, must be
increased proportionally. When the number of stages is large,
the diffusion of replicas from the top stage to the base stage
will take a long time, which further reduces the conforma-
tional sampling efficiency.

We use an aqueous solution of this β-hairpin folding pep-
tide to examine the application of RXSGLD to large systems.
The peptide was dissolved in a box of 829 TIP3P79 water.
A sodium ion was placed in the box to neutralize the sys-
tem. The box size was 30 × 30 × 30 Å.3 A collision fre-
quency of 1/ps was used to maintain the temperature. We
used the CHARMM 22 force field80 to calculate energies and
used the 3D IPS method with a local region radius of 10 Å
for electrostatic and Lennard-Jones energy calculation.81–83

We performed three 8-stage TRXLD simulations with T =
274/310 K, 274/350 K, and 274/400 K, respectively and three
8-stage RXSGLD simulations at T = 274 K, TSG = 274 K/310
K, 274/350 K, and 274/400 K, respectively. All simulations
started from a fully extended conformation and were 20 ns in
length.
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ulations. The 9-residue β-hairpin folding peptide is simulated with explicit
water.

The efficiency of replica exchange simulations depends
on the acceptance ratio of replica exchange. Figure 11 shows
the acceptance ratios on each stage in these simulations.
When the temperature range is small, T = 274/310K, the
average acceptance ratio for TRXLD is 31.1%, which is
acceptable. However, for more meaningful temperature
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plicit water.
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ranges, T = 274/350 K and T = 274/400 K, the average
acceptance ratios are 6.4% and 5.2%, which are too low.
The smaller the temperature range is, the less conforma-
tional searching power a TRXLD simulation can reach. On
the other hand, the lower the acceptance ratio is, the less
the high temperature stages contribute to the conformational
search. Therefore, to accelerate conformational searching for
this large system, the number of stages must be increased to
obtain a reasonable acceptance ratio and to utilize a reason-
able large temperature range. In contrast to TRXLD, all three
RXSGLD simulations have high acceptance ratios (65.3%,
63.5%, and 70.2%).

The acceptance ratios may reflect only the transition
between neighboring stages. A better picture of a replica
exchange simulation is the diffusion of replicas across the
stages. Fig. 12 shows the stages visited by replica 0 during
the simulations. For TRXLD at T = 274/310K, replica 0 took
more than 0.6 ns to reach stage 7, while at T = 274/350K and
T = 274/400K, replica 0 did not reach stage 7 until 2.35 ns
and 3.28 ns (beyond the plotting range), respectively. While
in the three RXSGLD simulations, replica 0 reached stage 7
within 0.1 ns. The fast diffusion across the stages allowed the
sampling to take advantage of the maximum enhanced con-
formational searching at the top stage.

As defined by the exchange probability equations,
Eqs. (20) and (21), the reason for such large differences in the
exchange ratios is clearly due to the difference in the energy
distributions. Fig. 13 shows the potential energy distributions
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simulations. The 9-residue β-hairpin folding peptide is simulated with ex-
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at different stages in the TRXLD simulation at T = 274/400 K
and in the RXSGLD simulations at TSG = 274/400 K. Clearly,
in the TRXLD simulation, the energy distributions are very
different from each other and there are very small overlaps
between the neighboring stages, which makes exchange prob-
ability very low. In the RXSGLD simulation, the stage energy
distributions are very close to each other and they overlap with
each other significantly. This large overlap in stage energies
makes the acceptance ratio high in RXSGLD simulations.

We can compare the conformational searching by ex-
amining conformational clusters searched during the simula-
tions. Using the SIC method described above, we clustered
the conformations at the base stage of the TRXLD and RXS-
GLD simulations. Fig. 14 compares the numbers of clus-
ters searched in the simulations. In all RXSGLD simulations,
the cluster numbers increased significantly faster than in the
TRXLD simulations. These results again prove that RXSGLD
has stronger conformational searching ability.

IV. CONCLUSIONS

This work presents the replica exchanging self-guided
Langevin dynamics (RXSGLD) simulation method. This
method uses SGLD to enhance conformational searching and
has high replica exchange efficiency. By avoiding temperature
elevation, this method can be applied to large systems with
high replica exchange efficiency and can use relatively few
replicas to save computing cost. By incorporating the SGLD
partition function into the exchanging probability, this method
samples the canonical ensemble distribution at the base stage.
Therefore, the RXSGLD method can be used as an alternative
to the force-momentum based self-guided Langevin dynam-
ics (SGLDfp) to directly sample canonical ensemble with-
out the need of reweighting. Using the skewed double well
systems and a β-hairpin folding peptide with implicit sal-
vation model, we demonstrate that RXSGLD produces cor-
rect ensemble distributions while improving conformational
searching and sampling. Through the β-hairpin folding sim-
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ulations in explicit water, we demonstrate that RXSGLD has
better size extensiveness than TRXLD.
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