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There are two main pathways in eukaryotic cells for the repair of
DNA double-strand breaks: homologous recombination and non-
homologous end joining. Because eukaryotic genomes are pack-
aged in chromatin, these pathways are likely to require the
modulation of chromatin structure. One way to achieve this is by
the acetylation of lysine residues on the N-terminal tails of his-
tones. Here we demonstrate that Sin3p and Rpd3p, components of
one of the predominant histone deacetylase complexes of Saccha-
romyces cerevisiae, are required for efficient nonhomologous end
joining. We also show that lysine 16 of histone H4 becomes
deacetylated in the proximity of a chromosomal DNA double-
strand break in a Sin3p-dependent manner. Taken together, these
results define a role for the Sin3p�Rpd3p complex in the modula-
tion of DNA repair.

In eukaryotic cells, the genome is compacted into chromatin.
The basic unit of chromatin is the nucleosome, which is

composed of the conserved core histones H2A, H2B, H3, and
H4. The structure of nucleosomal DNA is further compacted by
a range of other factors, including proteins such as the linker
histone H1 that binds to DNA between the nucleosome repeats
(1). Various DNA-templated processes such as transcription,
replication, and DNA repair take place in the context of
chromatin and so must involve the manipulation of nucleosomes.
One way to achieve this is through the reversible acetylation,
phosphorylation, ubiquitination, or ADP-ribosylation of the
histone tails that extend to the accessible surface of the nucleo-
some core particle (2). It has been proposed that combinations
of these modifications create a ‘‘histone code’’ that is recognized
by other proteins to bring about specific downstream events (3).

The most extensive body of data has been accumulated for the
effect of nucleosome modifications in transcription (4). How-
ever, there is growing evidence that there is cross-talk between
chromatin and DNA damage response and repair pathways. This
is particularly well established for nucleotide excision repair
(NER), in which several chromatin remodeling and modification
factors have been implicated (ref. 5 and references therein). As
discussed further below, there is also evidence for the impor-
tance of chromatin modification in the repair of DNA double-
strand breaks (DSBs), which are generated by ionizing radiation
and a range of chemotherapeutic agents. Given the highly
recombinogenic and cytotoxic nature of such lesions (6, 7), the
impact of chromatin on DSB repair is likely to be of considerable
biological importance.

There are two principle mechanisms for the repair of DNA
DSBs: homologous recombination (HR) and nonhomologous
end joining (NHEJ). The former requires genes in the RAD52
epistasis group and relies on extensive homology between the
damaged DNA and an undamaged partner [sister chromatid or
homologous chromosome (8)]. By contrast, NHEJ requires little
or no homology between the recombining molecules (9). Key
components of the NHEJ machinery in mammals include the
Ku70�Ku80 heterodimer and the Ligase IV�XRCC4 complex,
all of which have functional counterparts in yeast [Yku70p,
Yku80p, Dnl4p, and Lif1p, respectively (10)].

The role of chromatin modification in DNA DSB repair is
probably best demonstrated by the rapid phosphorylation of the
histone variant H2AX in mammalian cells after the formation of
DNA DSBs (11, 12). A similar response has been documented
in budding yeast, in which the C terminus of the histone H2A
undergoes DNA damage-dependent phosphorylation and is
required for efficient NHEJ (13). Although no other histone
modification has yet been strongly implicated in DNA DSB
repair, there are indications that proteins that mediate histone
acetylation affect the NHEJ pathway. For example, it was
recently demonstrated that the budding yeast histone acetyl-
transferase (HAT), Esa1p, is required for normal NHEJ (14).
Significantly, the mammalian Esa1p homolog, TIP60, is required
for apoptosis and DNA DSB repair (15). However, it is not yet
clear whether TIP60 impinges on NHEJ or HR, or both. There
is also some indirect evidence that the human histone acetyl-
transferase, hGCN5, might function in NHEJ, because the
mammalian NHEJ protein DNA-PKcs (DNA-dependent pro-
tein kinase catalytic subunit) (16) interacts with and phos-
phorylates hGCN5, leading to reduction of hGCN5 HAT activity
(17). Histone deacetylases (HDACs) have also been implicated
in DNA DSB repair. For example, Sir2p, an NAD-dependent
HDAC, and its interacting partners, Sir3p and Sir4p, influence
NHEJ. It was shown that cells lacking these factors exhibit a
defect in NHEJ, and furthermore, chromatin immunoprecipita-
tion (ChIP) studies showed that these factors relocalize from
telomeres to the site of DNA DSBs (18–21). Despite this
localization, it is now clear that the defect of cells lacking these
factors in NHEJ is mainly indirect because deletion of the SIR
genes leads to pseudodiploidy in yeast as a result of loss of
silencing at the silent mating type loci (22, 23). This results in
expression of the a�� transcriptional regulator that suppresses a
number of haploid-specific genes, including NEJ1, which en-
codes for a protein required for NHEJ (24, 25). Therefore, the
main defect in NHEJ in sir mutants is due to the loss of silencing
at the silent mating type loci. The exact function of the Sir
protein localization to DNA DSBs is yet to be elucidated.

In light of the above, we decided to establish whether the
Saccharomyces cerevisiae Sin3p�Rpd3p HDAC complex influ-
ences NHEJ. Previous work has shown that these factors interact
with other proteins to form a heterogeneous multiprotein com-
plex of �1 MDa that is recruited to the promoters of target genes
by the DNA-binding protein Ume6p (26–28). The deacetylase
activity of Rpd3p then results in the formation of a localized
domain of hypoacetylated chromatin that is thought to inhibit
transcription by preventing the recruitment of the transcriptional
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machinery (29–32). Significantly, genomewide localization stud-
ies have revealed that, apart from residing on the promoter
regions of its target genes, the Sin3p�Rpd3p complex also binds
to nonpromoter sequences independently of Ume6p. This find-
ing indicates that the Sin3p�Rpd3p complex is capable of binding
to the substrate histones directly or to other nucleosome binding
proteins (28, 33) and raises the possibility that the complex might
control other events in addition to transcription. Here we
demonstrate that Sin3p and Rpd3p are required for normal
levels of survival in response to DNA DSBs, and specifically
influence the repair of these lesions by NHEJ. Furthermore, we
establish that Sin3p is required for the efficient deacetylation of
histone H4 lysine 16 in the vicinity of a chromosomal DNA DSB.

Materials and Methods
Yeast Strains. Standard genetic techniques were used for manip-
ulating yeast strains. Media and growth of yeast strains were as
described (34, 35). Yeast strains used are all in the W303
background. sin3�, yku80�, rad52�, and double mutants were
constructed by one-step gene deletion method. Strains JKM179
and MK203 have been described (36, 37).

Phleomycin, Hydroxyurea (HU), UV, and Gal-HO Sensitivity Assays.
Overnight cultures were diluted to A600 of 0.3, and 7 �l of 5-fold
serial dilutions were spotted on yeast extract�peptone�dextrose
plus adenine (YPAD) plates containing phleomycin (2.5 or 5
�g�ml) (Melford Laboratories, Chelsworth, U.K.) or HU (20 or
200 mM) (Sigma). For the UV-sensitivity experiment, the same
amounts of cells were plated on YPAD plates that subsequently
were placed under a UV lamp and irradiated at 254 nm and a
delivery rate of 2.5 J�m2�sec. For galactose-inducible HO sen-
sitivity experiments, cells were grown in the preinduction me-
dium (YP plus 3% glycerol) first, then cultures were diluted to
A600 of 0.7, and 5-fold serial dilution were plated either on YPA
plates containing glucose or galactose. Plates were incubated at
30°C for 4–5 days.

Plasmid Repair Assay. These experiments were performed essen-
tially as described (38). Briefly, the yeast–Escherichia coli shuttle
plasmid pBTM116, which contains TRP1 for selection in yeast,
was digested with the appropriate restriction enzyme to com-
pletion, and the enzyme was inactivated by treatment at 65°C for
20 min. One microgram of linearized DNA was used to trans-
form each strain with the lithium acetate method (34). In
parallel, the same amount of cells was transformed with the same
amount of uncut plasmid to normalize for differences in trans-
formation efficiency. Diluted samples were plated on minimal
media lacking the appropriate amino acids, and colonies were
counted after incubation at 30°C for 4–5 days. To test the
accuracy of the repair DNA from single yeast transformants was
isolated as described (34), and this was used to transform E. coli
XL1-Blue cells (Stratagene) to ampicillin resistance. Plasmid
DNA was then isolated and analyzed by restriction enzyme
digestion.

ChIP. Cultures of WT and sin3� cells in the JKM179 background
were grown to mid-log in rich medium containing 3% glycerol.
Cells were then resuspended in either glucose or galactose as
indicated. After 4 h of induction, cross-linking and chromatin
preparations were done exactly as described (39). The ChIP with
the anti-acetyl histone H4 lysine 16 (Upstate Cell Signaling
Solutions, Waltham, MA) was performed as described (40). The
same procedure was used with 5 �l of anti-H2A antibody
(Upstate Cell Signaling Solutions). After DNA extraction and
purification, PCR was performed in the presence of 0.8 �Ci��l
(1 Ci � 37 GBq) [�-32P]dATP in the linear range. The PCR
products were analyzed by electrophoresis on 6% nondenaturing
TBE gel (90 mM Tris�64.6 mM boric acid�2.5 mM EDTA, pH

8.3) followed by quantification with an Image Reader FLA-5000
(Fujifilm) phosphoimager. To analyze the DNA around the HO
site, we used primers �2 kb upstream of the HO recognition site
(HO2-1 5�-TTGTATTAGACGAGGGACGGAGTG-3� and
HO2-2 5�-ACAGAGGGTCACAGCACTAATACAG-3�). The
internal control TEL band was amplified by using primers
specific for a region �500 bp away from the end of chromosome
VI-R (TEL1 5�-GCGTAACAAAGCCATAATGCCTCC-3�
and TEL2 5�-CTCGTTAGGTACACGTTCGAATCC-3�).

Results
Disruption of SIN3 Results in Phleomycin Hypersensitivity. To address
whether Sin3p modulates DNA repair, we analyzed the viability
of cells containing or lacking Sin3p for their sensitivity to various
DNA damaging agents. Thus, yeast strains deleted for SIN3,
along with WT strains and control strains defective in HR
(rad52�) or NHEJ (yku80�), were serially 5-fold diluted and
spotted onto plates containing low or high concentrations of
phleomycin or HU. Phleomycin causes DNA DSBs (41), whereas
HU leads to depletion of the deoxyribonucleotide pool that in
turn slows down S-phase progression and activates the DNA
replication checkpoint (42). Furthermore, high levels of HU
(e.g., 200 mM) cause the formation of S phase-specific DNA
DSBs (43). In addition, we treated cells with UV light, which
causes cyclobutane pyrimidine dimers and 6-4 photoproducts
that are repaired primarily by nucleotide excision repair (44).

As anticipated from previous studies, the rad52� mutant but
not the yku80� mutant displayed marked hypersensitivity toward
phleomycin, HU, and UV (Fig. 1). Disruption of SIN3 led to a
marked (�25-fold) decrease in viability in the presence of
phleomycin, as compared to WT cells or sin3� cells comple-
mented by a low copy number vector bearing full-length SIN3
(Fig. 1 and data not shown). By contrast, in these assays sin3�
cells did not exhibit significant hypersensitivity toward HU or
UV. These results therefore suggest that deletion of SIN3
specifically confers sensitivity to DNA DSBs, although it does
not markedly affect sensitivity to S phase-specific DNA DSBs
that are caused by exposure to high concentrations of HU.
Consistently, we also observed no increased hypersensitivity of
sin3� cells to camptothecin, which also causes S phase-specific
DSBs (data not shown).

Fig. 1. SIN3 deletion results in hypersensitivity to phleomycin. Five-fold serial
dilutions of WT, sin3�, yku80�, and rad52� strains were plated on YPAD
medium containing the indicated doses of hydroxyurea or phleomycin. Cells
were exposed to the indicated doses of UV after plating. Plates were incu-
bated for 3–4 days at 30°C.
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Deletion of SIN3 Causes a Defect in NHEJ. The above results
prompted us to further investigate the potential role of Sin3p in
DNA DSB repair. It has previously been demonstrated that
deletion of NHEJ genes, such as YKU80, further hypersensitizes
rad52� cells to agents that generate DNA DSBs (45, 38). To see
whether this was also the case for SIN3 deletion, we compared
the phleomycin sensitivity of a sin3�rad52� double-mutant
strain to that of a sin3� single-mutant strain, and to derivatives
of these strains that were complemented by a low copy number
plasmid containing full-length SIN3. As shown in Fig. 2A,
the sin3�rad52� double mutant was significantly more sensi-
tive to phleomycin than the sin3� or rad52� single mutants
(compare sin3�rad52�[vector] with sin3�[vector] and
sin3�rad52�[pSIN3]). Notably, when we subjected a
sin3�yku80� double-mutant strain to a similar analysis, we found
that it was no more sensitive than the sin3� single mutant (Fig.
2 A; compare sin3�yku80�[vector] with sin3�[vector] and
sin3�yku80�[pSIN3]). Taken together, these results indicate that
Sin3p influences phleomycin sensitivity by a pathway that is
distinct from Rad52p-dependent HR and, furthermore, strongly
suggest that Sin3p influences NHEJ.

To confirm the above conclusions, we took advantage of a
galactose-inducible HO endonuclease system that generates a
single DNA DSB at the chromosomal MAT locus. First, we
carried out assays in a strain background that contains a deletion
of the HML and HMR loci, meaning that the HO-induced DSB
can only be repaired by NHEJ (36). As shown in Fig. 2B, in this
background sin3� mutant cells were markedly impaired in their
ability to grow on galactose medium as compared to WT control
cells. This was due to a specific defect in DSB repair rather than
an inability to metabolize galactose, because a control sin3�

mutant strain (sin3�-RS) that contained a mutated, uncleavable,
HO target site was able to grow efficiently on the galactose
medium (Fig. 2B). In a complementary set of experiments, we
analyzed the ability of sin3� mutants to repair a HO endonu-
clease-induced DSB by HR. To this end, we took advantage of
a strain in which the HO recognition site is inserted in the URA3
gene on chromosome V and there is 1.2 kb of homologous
sequence on chromosome II that serves as a template for HR
repair (37). In contrast to the rad52� strain, which displays a
severe loss of viability in this background (46), the sin3� mutant
grew as well as the WT control strain (Fig. 2C). These results
provide further evidence that Sin3p facilitates NHEJ but not
HR. These conclusions are thus consistent with sin3� mutants
being hypersensitive to phleomycin, which induces DSBs
throughout the cell cycle, but not to high levels of HU, which
produces DSBs mainly in S phase, where they are thought to be
repaired mainly by HR (43).

Deletion of SIN3 Confers a Plasmid Repair Defect. NHEJ mutants
exhibit severe defects in the in vivo plasmid repair assay (38, 47).
In this assay, a plasmid is linearized in a region with no significant
homology to the yeast genome and is then transformed into yeast
cells. Because plasmid maintenance requires its recirculariza-
tion, the number of colonies formed provides a readout of the
NHEJ capacity of the yeast strain being tested. To normalize for
possible differences in transformation efficiency, each strain is
transformed in parallel with supercoiled plasmid, and the num-
ber of colonies formed from the linearized plasmid transforma-
tion is normalized to that from the supercoiled transformation.
Compared to the WT strain, the sin3� mutant displayed a severe
defect in plasmid repair, and this defect was complemented by
a low-copy plasmid bearing full-length SIN3 but not by the
parental vector (Fig. 3A). As shown in Fig. 3B, the reduction in
plasmid repair efficiency in the sin3� strain was more marked
with a plasmid bearing 5� overhanging termini produced by
EcoRI digestion than with 3� overhangs produced by PstI
digestion, a pattern that has been observed previously for yku70�
strains (47). These results confirm that disruption of SIN3 leads
to markedly impaired NHEJ.

If a yeast cell performs accurate NHEJ of an EcoRI-linearized
pBTM116 plasmid, then the repaired plasmid should be linear-
ized by EcoRI treatment and should produce fragments of �4
and �1 kb when digested with HindIII. When we retrieved
repaired plasmids from sin3� and WT cells and analyzed them
in this way, we found that in all cases they had been repaired
accurately (Fig. 3C). This is in marked contrast to high levels of
inaccurate repair that occur in the absence of Yku70p, Yku80p,
or Dnl4p (47, 48) but is similar to the accurate residual repair
observed in strains deleted for RAD50, MRE11, or XRS2 (18).
This raised the possibility that SIN3 disruption might affect
NHEJ indirectly by impairing transcription of one or other of
these latter genes. Arguing against this idea, however, is the
finding that SIN3 disruption does not reduce the transcription
levels for any of the known NHEJ genes (49). Moreover, unlike
strains lacking Rad50p, Mre11p, Xrs2p, Yku70p, or Yku80p (18,
50, 51), strains disrupted for SIN3 do not exhibit shortened
telomeres as ascertained by Southern blot analysis (data not
shown). Taken together, these results imply that SIN3 disruption
does not impair NHEJ through affecting the transcription or
protein levels of any of the known NHEJ factors. Instead, they
suggest that Sin3p acts in a more direct way to modulate NHEJ.

rpd3� Mutants Are also Defective for NHEJ. Previous work has
shown that Sin3p functions in a complex with the HDAC Rpd3p
(27, 29). Significantly, we found that, like sin3� cells, strains
disrupted for RPD3 were markedly hypersensitive to phleomycin
but not to HU or UV (Fig. 4A and data not shown). By contrast,
deletion of HDA1, which encodes the other predominant

Fig. 2. Sin3p functions in NHEJ. (A) Phleomycin sensitivity analysis of
sin3�rad52� and sin3�yku80� mutants. Assays were done as in Fig. 1. Each
strain was complemented with the full-length SIN3 under control of its own
promoter on low-copy plasmid pRS416. Plates were incubated at 30°C for 4–5
days. (B) NHEJ-dependent repair of a HO endonuclease-induced DSB. In the
parental strain (WT), the HMR and HML loci are deleted, and HO endonuclease
expression is controlled by a galactose inducible promoter. Strain sin3�-RS is
a sin3� strain with a mutated HO recognition site. Five-fold serial dilutions of
each strain were plated on either YPA with glucose or YPA with galactose
plates. (C) HR-dependent repair of HO endonuclease-induced DSB. In the
parental strain (WT), the HO recognition site placed within the URA3 gene on
chromosome V, with homology on chromosome II, and HO endonuclease
expression is controlled by a galactose inducible promoter. Five-fold serial
dilutions of WT, sin3�, and rad52� strains were plated on either YPA with
glucose or YPA with galactose plates.
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deacetylase activity in budding yeast, did not result in phleomy-
cin hypersensitivity (Fig. 4A). This suggests that the DNA
damage hypersensitivity of rpd3� and sin3� strains is unlikely to
be due to a general and nonspecific change in histone acetylation
levels. In addition, we found that rpd3� mutant cells exhibited a
similar plasmid repair defect to that of sin3� cells (Fig. 4B),
suggesting that the HDAC activity of the Sin3p�Rpd3p complex
is required for efficient NHEJ.

DSB Induction Triggers Sin3p-Dependent Deacetylation of Histone H4
Lysine 16. To study the potential consequences of the genetic data
described above, we used ChIP to examine whether there is any
change in the levels of acetylation of histone H4 around the site
of a single HO-induced chromosomal DNA DSB in a strain in
which such a DSB can only be repaired by NHEJ (see above). For

these studies, we concentrated on histone H4 lysine 16. One
reason for this was that deacetylation of this residue is generally
thought to be less important than deacetylation of lysines 5, 8,
and 12 for the transcriptional regulation of Sin3p�Rpd3p target
genes (52, 40), raising the possibility that it might, instead,
control other events such as DNA repair. In addition, we
reasoned that it would be difficult to establish whether any
alteration in the acetylation of lysines 5 and 12 after DNA DSB
induction genetically depended on the Sin3p�Rpd3p complex,
because of the large increase in the total levels of acetylation of
these residues in the absence of this complex (52).

After the induction of HO endonuclease, acetylated histone
H4 lysine 16 was immunoprecipitated from cross-linked and
sheared chromatin preparations, then DNA from the precipi-
tates was analyzed by PCR in the linear range. For the HO site
we designed primers to a region that is �2 kb upstream of the
HO recognition site on chromosome III, and as an internal
control, we used primers to a region �500 bp away from the end
of chromosome VI. In multiple experiments we consistently
observed a statistically significant 40–50% reduction in the levels
of acetylation of histone H4 lysine 16 at the HO target locus after
DSB induction (Fig. 5 A and B). Moreover, this decrease
required Sin3p, because it no longer occurred in sin3� mutant
cells (Fig. 5 A and B). Importantly, Southern blot analysis did not
reveal any difference in the extent of DSB induction between the
WT and sin3� strains (data not shown). Thus, the absence of
deacetylation in the sin3� strain presumably reflects the absence
of the deacetylase activity rather than reduced DSB formation.
It is important to note that Southern blot analyses carried in
parallel with the above studies consistently revealed �100%
DSB formation (data not shown). The significant amount of
uncut DNA (generally 30–40%) in these experiments therefore
presumably led to a significant underestimation of the level of
histone H4 lysine 16 deacetylation measured after HO induction
in cells containing functional Sin3p.

To ensure that reduction in acetylation did not result from the
loss of nucleosomes after the processing of the HO-induced
DSB, we performed the same ChIP experiments with an anti-
body that recognizes histone H2A. As shown in Fig. 5C, DSB
induction resulted in no detectable loss of this signal from the

Fig. 3. SIN3 deletion causes a plasmid repair defect. (A) Defect in plasmid
repair assay. WT, sin3�, and yku70� strains were transformed, in parallel, with
EcoRI-linearized or supercoiled pBTM116, then plated and incubated at 30°C
for 4–5 days. (Right) sin3� mutant cells were complemented with either
full-length SIN3 or parental vector. Values plotted are the numbers of trans-
formants obtained with EcoRI-linearized vector expressed as a percentage of
the numbers obtained with supercoiled vector. (B) Plasmid repair assay with
different types of DNA ends. pBTM116 linearized with PstI (3� overhang) or
EcoRI (5� overhang) was used as described above. Values plotted are the means
of values from three experiments; error bars represent the SD. (C) Accuracy of
repair. The repaired plasmids from WT or sin3� cells were retrieved into E. coli,
and after their amplification and purification, plasmids were examined for the
accuracy of the repair by digesting the plasmids with EcoRI or HindIII. The
schematic diagram demonstrates the positions of the cut-sites for the above
enzymes in pBTM116.

Fig. 4. Deletion of RPD3 phenocopies the repair defects of a sin3� strain. (A)
Phleomycin sensitivity. The experiment was performed as described in Fig. 1,
with WT, sin3�, and rpd3� cells. (B) Plasmid repair assay. This assay was
performed as described in Fig. 3A, with EcoRI-linearized pBTM116.
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HO target locus, indicating that the amount of the H2A protein
around the site of the DSB is not markedly altered under these
conditions. Taken together, these data establish that, after the
formation of a chromosomal DSB, there is a Sin3p-dependent
reduction of the levels of lysine 16 acetylation of histone H4 in
the vicinity of the DNA damage. It is therefore likely that the
role of Sin3p in NHEJ reflects this histone deacetylation func-
tion, although it is formally possible that Sin3p might also
influence NHEJ via it targeting additional, nonhistone proteins.

Discussion
We have described a previously uncharacterized role for Sin3p
and Rpd3p in DNA NHEJ and have shown that Sin3p-
dependent hypoacetylation of lysine 16 of histone H4 occurs in
the vicinity of DNA DSBs. These results are consistent with the
recent finding that the Caenorhabditis elegans homolog of
Rpd3p, Hda-3, is required for efficient repair of x-ray-induced
damage in the nematode (53). It is also notable that C. elegans
RPD3 and SIN3 homologs were also recently identified in an
RNAi-based screen to be important for the protection of the
genome against mutations (54).

Although our data suggest that deletion of SIN3 or RPD3
affects NHEJ, we found that sin3� cells are hypersensitive to
phleomycin and yku80� mutant is not (Fig. 1). This is consistent
with previously published reports showing that yku70�, yku80�,
or dnl4� mutants are not sensitive to ionizing radiation (38, 47,
48). Furthermore, we have found that the sin3�yku80�rad52�
triple mutant is more sensitive to phleomycin than the corre-
sponding double mutants (data not shown). Taken together,
these results suggest that Sin3p�Rpd3p may have additional roles
in response to DNA damage other than NHEJ. We do not think
that Sin3p functions in HR because we detected no defect in this
pathway in sin3� cells (Fig. 2C). Also, SIN3 deletion did not
result in any detectable hypersensitivity to S phase-induced
DSBs that are repaired mainly by HR (Fig. 1, HU sensitivity). It
is therefore possible that Sin3p has a role in DNA damage
signaling. In this regard it is noteworthy that there is some
evidence from other model systems that this might indeed be the
case. For example, human HDAC1 (the homolog of Rpd3p)
interacts with the PCNA-like checkpoint proteins Hus1 and
Rad9 (55). Furthermore, Hda-3, the C. elegans homolog of
Rpd3p, interacts with the C. elegans Hus-1 (53). In addition,
human HDAC2 (another homolog of Rpd3p) interacts with the
checkpoint kinase ATR (the homolog of yeast Mec1p) (56).
Although we have so far been unable to detect a checkpoint
defect in the absence of SIN3, it is possible that deletion of SIN3
results in a subtle defect in these events or affects these pathways
only in a particular phase of the cell cycle.

The fidelity of residual repair in the absence of Sin3p is in
contrast to the inaccurate residual repair in strains lacking the
core NHEJ component (Yku70p�80p and Dnl4p; 38, 47, 48).
Although there are other interpretations, these data suggest that
the core NHEJ machinery can function without Sin3p but that
the efficiency is reduced. It is possible that this reduction in
repair efficiency is caused by the global hyperacetylation of
histones that occurs in the absence of Sin3p�Rpd3p making the
chromatin a suboptimal substrate for NHEJ. However, arguing
against such a general effect is the demonstration that there is
a damage-specific hypoacetylation of lysine 16 of histone H4 in
the proximity of the site of damage that is genetically dependent
on Sin3p. This finding provides evidence for the direct involve-
ment of Sin3p (and by extension Rpd3p) in NHEJ events. It is
presumably the inability of the sin3� cells to create the hy-
poacetylated region that results in defective NHEJ. In combi-
nation with the genetic data, this argues that, in the absence of
Sin3p, the chromatin structure around the site of damage is not
hypoacetylated and thus does not constitute a good substrate for
the NHEJ machinery. This model is consistent with the recent
demonstration that mutating the four acetylable lysine residues
to glutamine, which mimics hyperacetylated chromatin (as would
be the case in the absence of the Sin3p or Rpd3p), results in a
significant plasmid repair defect (14).

Our finding that efficient NHEJ requires a HDAC are perhaps
surprising in light of the recent report that NHEJ also requires
a HAT activity (14). How can these results be reconciled? One
possibility is that NHEJ requires the combination of both HDAC
and HAT activities, presumably for different stages of the
end-joining process. For example, it is possible that a HAT is
initially used to relax the chromatin structure before the initi-
ation of the repair and that later a HDAC is recruited to create
a local region of hypoacetylation, which might help the stabili-
zation and juxtaposition of the two broken ends. Alternatively,
it is possible that the HDAC is first recruited to create a
hypoacetylated region to allow efficient stabilization and juxta-
position of the two broken ends and that once the repair process
is completed the HAT is recruited to help reestablish the correct
histone code to allow efficient gene activity. An attractive model
is that these two activities might even be recruited to the site of
damage as parts of one complex. In this regard, it is noteworthy

Fig. 5. Sin3p-dependent hypoacetylation of histone H4 lysine 16. (A) Level
of acetylation on the histone H4 lysine residue after induction of a HO-induced
DSB. Using an antibody specific to the acetylated form of histone H4 lysine 16
(Ac-K16), ChIP was performed with extracts from cells with or without HO-
induced DSB in the presence or absence of Sin3p (WT or sin3�). PCR was done
with primers specific to a region �2 kb upstream of the HO recognition site.
For internal control, primers specific to a region �0.5 kb away from the end of
chromosome VI-R (Tel) were used. Input represents 10% of the total extract
used for immunoprecipitation. (B) Quantification of the histone H4 lysine 16
acetylation after HO DSB induction. For quantification, the ratio of the control
signal to the HO signal in the immunoprecipitation samples was calculated,
then this ratio was normalized to the same ratio derived from the input
samples. Signals from the samples before HO endonuclease induction were
assigned as one, and the change in the signal after HO induction was calcu-
lated for each experiment. The graph represents the average of at least three
experiments; error bars represent the SD, and the P value was calculated by
using Student’s t test. Quantification was done by using the phosphoimager
system and MACBAS 2.5 software (Fujifilm). (C) Levels of the H2A around the site
of HO-induced DSB. ChIP was done with an antibody against histone H2A from
cells with or without the HO-induced DSB. PCR was performed with primers
described above.
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that HDAC1 and hGCN5 have been found to be in the same
complex (57). Interestingly, a conserved common motif has
recently been found in Esa1p and Rpd3p, and this motif is
essential for the HDAC and HAT activities of Rpd3p and Esa1p,
respectively (58). Although the functional role of this motif is
currently unclear, an intriguing possibility is that it defines part
of a regulatory interaction domain with the proteins in DNA
processes that require both HAT and HDAC activities, such as
transcription or possibly repair. Modification of this dual activity
by other proteins might allow the cell to ensure that the correct

histone modification is established for each step of the DNA
repair process. It will be interesting to see whether Rpd3p�Sin3p
interact with Esa1p as part of one complex that is required for
efficient NHEJ.
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