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Abstract

Genetical genomics experiments have now been routinely conducted to measure both the genetic
markers and gene expression data on the same subjects. The gene expression levels are often
treated as quantitative traits and are subject to standard genetic analysis in order to identify the
gene expression quantitative loci (eQTL). However, the genetic architecture for many gene
expressions may be complex, and poorly estimated genetic architecture may compromise the
inferences of the dependency structures of the genes at the transcriptional level. In this paper, we
introduce a sparse conditional Gaussian graphical model for studying the conditional independent
relationships among a set of gene expressions adjusting for possible genetic effects where the gene
expressions are modeled with seemingly unrelated regressions. We present an efficient coordinate
descent algorithm to obtain the penalized estimation of both the regression coefficients and sparse
concentration matrix. The corresponding graph can be used to determine the conditional
independence among a group of genes while adjusting for shared genetic effects. Simulation
experiments and asymptotic convergence rates and sparsistency are used to justify our proposed
methods. By sparsistency, we mean the property that all parameters that are zero are actually
estimated as zero with probability tending to one. We apply our methods to the analysis of a yeast
eQTL data set and demonstrate that the conditional Gaussian graphical model leads to more
interpretable gene network than standard Gaussian graphical model based on gene expression data
alone.

Keywords and phrases
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1. Introduction

Genetical genomics experiments have now been routinely conducted to measure both the
genetic variants and gene expression data on the same subjects. Such data have provided
important insights into gene expression regulations in both model organisms and humans
(Brem and Kruglyak, 2005; Schadt et al., 2003; Cheung and Spielman, 2002). Gene
expression levels are treated as quantitative traits and are subject to standard genetic analysis
in order to identify the gene expression quantitative loci (eQTL). However, the genetic
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architecture for many gene expressions may be complex due to possible multiple genetic
effects and gene-gene interactions, and poorly estimated genetic architecture may
compromise the inferences of the dependency structures of genes at the transcriptional level
(Neto et al., 2010). For a given gene, typical analysis of such eQTL data is to identify the
genetic loci or single nucleotide polymorphisms (SNPs) that are linked or associated with
the expression level of this gene. Depending on the locations of the eQTLs or the SNPs, they
are often classified as distal #rans-linked loci or proximal cis-linked loci (Kendzioski and
Wang, 2003; Kendzioski et al.,, 2006). Although such a single gene analysis can be effective
in identifying the associated genetic variants, gene expressions of many genes are in fact
highly correlated due to either shared genetic variants or other unmeasured common
regulators. One important biological problem is to study the conditional independence
among these genes at the expression level.

eQTL data provide important information about gene regulation and have been employed to
infer regulatory relationships among genes (Zhu et a/., 2004; Bing and Hoeschele, 2005;
Chen et al, 2007). Gene expression data have been used for inferring the genetic regulatory
networks, for example, in the framework of Gaussian graphical models (GGM) (Schafer and
Strimmer, 2005; Segal et a/., 2005; Li and Gui, 2006; Peng et al., 2009). Graphical models
use graphs to represent dependencies among stochastic variables. In particular, the GGM
assumes that the multivariate vector follows a multivariate normal distribution with a
particular structure of the inverse of the covariance matrix, called the concentration matrix.
For such Gaussian graphical models, it is usually assumed that the patterns of variation in
expression for a given gene can be predicted by those of a small subset of other genes. This
assumption leads to sparsity (i.e., many zeros) in the concentration matrix and reduces the
problem to well-known neighborhood selection or covariance selection problems (Dempster,
1972; Meinshausen and Buhlmann, 2006). In such a concentration graph modeling
framework, the key idea is to use partial correlation as a measure of the independence of any
two genes, rendering it straightforward to distinguish direct from indirect interactions. Due
to high-dimensionality of the problem, regularization methods have been developed to
estimate the sparse concentration matrix where a sparsity penalty function such as the £,
penalty or SCAD penalty is often used on the concentration matrix (Li and Gui, 2006;
Friedman et al,, 2008; Fan ef al., 2009). Among these methods, the coordinate descent
algorithm of Friedman et a/. (2008), named g/asso, provides a computationally efficient
method for performing the Lasso-regularized estimation of the sparse concentration matrix.

Although the standard GGk can be used to infer the conditional dependency structures
using gene expression data alone from eQTL experiments, such models ignore the effects of
genetic variants on the means of the expressions, which can compromise the estimate of the
concentration matrix, leading to both false positive and false negative identifications of the
edges of the Gaussian graphs. For example, if two genes are both regulated by the same
genetic variants, at the gene expression level, there should not be any dependency of these
two genes. However, without adjusting for the genetic effects on gene expressions, a link
between these two genes is likely to be inferred. For eQTL data, we are interested in
identifying the conditional dependency among a set of genes after removing the effects from
shared regulations by the markers. Such a graph can truly reflect gene regulation at the
expression level.

In this paper, we introduce a sparse conditional Gaussian graphical model (cGGM) that
simultaneously identifies the genetic variants associated with gene expressions and
constructs a sparse Gaussian graphical model based on eQTL data. Different from the
standard GG that assume constant means, the cGGM allows the means to depend on
covariates or genetic markers. We consider a set of regressions of gene expression in which
both regression coefficients and the error concentration matrix have many zeros. Zeros in
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regression coefficients arise when each gene expression only depends on a very small set of
genetic markers; zeros in the concentration matrix arise since the gene regulatory network
and therefore the corresponding concentration matrix is sparse. This approach is similar in
spirit to the seemingly unrelated regression (SUR) model of Zellner (1962) in order to
improve the estimation efficiency of the effects of genetic variants on gene expression by
considering the residual correlations of the gene expression of many genes. In analysis of
eQTL data, we expect sparseness in both the regression coefficients and also the
concentration matrix. We propose to develop a regularized estimation procedure to
simultaneously select the SNPs associated with gene expression levels and to estimate the
sparse concentration matrix. Different from the original SUR model of Zellner (1962) that
focuses on improving the estimation efficiency of the regression coefficients, we focus more
on estimating the sparse concentration matrix adjusting for the effects of the SNPs on mean
expression levels. We develop an efficient coordinate descent algorithm to obtain the
penalized estimates and present the asymptotic results to justify our estimates.

In the next sections, we first present the formulation of the cGGM for both the mean gene
expression levels and the concentration matrix. We then present an efficient coordinate
descent algorithm to perform the regularized estimation of the regression coefficients and
concentration matrix. Simulation experiments and asymptotic theory are used to justify our
proposed methods. We apply the methods to an analysis of a yeast eQTL data set. We
conclude the paper with a brief discussion. All the proofs are given in the online
Supplemental Material.

2. The Sparse cGGM and Penalized Likelihood Estimation

2.1. The sparse conditional Gaussian graphical model

Suppose we have 77independent observations from a population of a vector (y’, x), where y
is a px 1 random vector of gene expression levels of pgenes and x isa g x 1 vector of the
numerically-coded SNP genotype data for ¢ SNPs. Furthermore, suppose that conditioning
on x, y follows a multivariate normal distribution,

yix~A (I, Z), @

where I' is a p x g coefficient matrix for the means and the covariance matrix X does not
depend on x. We are interested in both the effects of the SNPs on gene expressions I" and the
conditional independence structure of y adjusting for the effects of x, that is, the Gaussian
graphical model fory = (yy, - - -, yp) conditional on x. In applications of gene expression
data analysis, we are more interested in the concentration matrix ® = X1 after their shared
genetic regulators are accounted for. It has a nice interpretation in the Gaussian graphical
model, as the (4 j)-element is directly related to the partial correlation between the th and
fth components of y after their potential joint genetic regulators are adjusted. In the Gaussian
graphical model with undirected graph (V; E), vertices V/correspond to components of the
vector y and edges £={ej; 1 </, j< p} indicate the conditional dependence among different
components of y. The edge ej;between y;and yjexists if and only if 8;;# 0, where &j;is the
(4, )-element of ®. We emphasize that in the graph representation of the random variable y,
the nodes include only the genes and the markers are not part of the graph. We call this the
sparse conditional Gaussian graph model (cGGM) of the genes. Hence, of particular interest
is to identify zero entries in the concentration matrix. Note that instead of assuming a
constant mean as in the standard GGM, model (1) allows heterogeneous means.

In eQTL experiments, each row of I' and the concentration matrix ® are expected to be
sparse and our goal is to simultaneously learn the Gaussian graphical model as defined by

Ann Appl Stat. Author manuscript; available in PMC 2012 December 01.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Yinand Li

Page 4

the ® matrix and to identify the genetic variants associated with gene expressions I based on

nindependent observations of (y;,x;), /=1, - - -, 7. From now on, we use y,to denote the
vector of gene expression levels of the p genes and x;to denote the vector of the genotype
codes of the g SNPs for the /th observation unless otherwise specified. Finally, let

_ n
X=(x,, - , X,) be genotype matrix and X=1/nzi:lxi

2.2. Penalized likelihood estimation

Suppose that we have nindependent observation (y;-, x;) from the cGGM (1). Let

n ’ n ’ n ’
C,=1 /"Zizlyiylw ny=1/nZi:1ny,~ and Cx=1/"ZiZIXiXi. Then the negative of the
logarithm of the likelihood function corresponding to the cGGM model can be written as

I(E)=-logdet®+1r {C,0—C,,I'®0-T'C, ©+I'C,I'©},

where E = (8, I') represents the associated parameters in the cGGM.

The Hessian matrix of the negative log-likelihood function AE) is

HIE)= o 'go! -2C,, ® 1,+2(MC,) ® I, ) .

-2C ®1,+2(C,I)®I, 2C,®0

(see Proposition 1 in Supplementary Material, Section 3). In addition, AE) is a bi-convex
function of I and ®. In words, this means that for any fixed ®, AE) is a convex function of
I, and for any I, AE) is a convex function of ®. When 7 >max(p, g), the global minimizer
of (E) is given by

® = c,-c,c/'C ,
r= c,cl.

YX “x

Under the penalized likelihood framework, the estimate of the I" and Z in model (1) is the
solution to the following optimization problem,

min { pl(E) = —logdet®+tr(Sr®)+/lZpen1(yst)prenz(H”/) , )
st 1t

where pem (-) and pern(-) denote the generic penalty functions, yis the sth element of the
I" matrix and & is the ' th element of the ® matrix, and

& ’
Sr=£ ‘Zl(y,t—Fx,-)(y,-_rxl.)
=C,-C,I'-TC, +I'C,T".
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Here pand A are the two tuning parameters that control the sparsity of the sparse cGGM.
We consider in this paper both the Lasso or Ly penalty function per(x) = |x (Tibshirani,
1996) and the adaptive Lasso penalty function per(x) = |x/|x? for some y > 0 and any
consistent estimate of x, denoted by X (Zou, 2007). In this paper we use » = 0.5.

2.3. An efficient coordinate descent algorithm for the sparse cGGM

We present an algorithm for the optimization problem (2) with Lasso penalty function for
pern(-) and pern(-). A similar algorithm can be developed for the adaptive Lasso penalty
with simple modifications. Under this penalty function, the objective function is then

max {logdet®@—tr(Sr®)-A||[|, —p||©|| | @)

The subgradient equation for maximization of the log-likelihood (3) with respect to ® is

0~'-Sr—pA=0, @

where A j; € sgn(®). If T is known, Banerjee et a/. (2008) and Friedman et a/. (2008) have
cast the optimization problem (3) as a block-wise coordinate descent algorithm, which can
be formulated as p iterative Lasso problems. Before we proceed, we first introduce some
notations to better represent the algorithm. Let W be the estimate of Z. We partition W and
Sras

w w S s
W=( _Il_l ‘]2 )7 SFZ( ‘]r] 12 )
Wi W22 S12 S22
Banerjee et al. (2008) show that the solution for w4, satisfies
_ s Tyl
wip=argmin,(y’ Wy, y.||y—512||00 <p),

which by convex duality is equivalent to solving the dual problem

— . 1 2
Bargming (51254 4ol ) ®

where b:W]‘l”zslz. Then the solution for wj; can be obtained via the solution of the Lasso
problem and through the relation wy, = W+118. The estimate for ® can also be updated in this
block-wise manner very efficiently through the relationship W® = | (Friedman et a/., 2008).

After we finish an updating cycle for ®, we can proceed to update the estimate of I'. Since
the object function of our penalized log-likelihood is quadratic in I given ®, we can use a
direct coordinate descent algorithm to get the penalized estimate of T'. For the (4, j)th entry of

T, yj; note that for an arbitrary gx pmatrix A, 9tr(TA)/dyij=a j,:e'jAei where g;and e;are
the corresponding base vector with gand p dimensions. So the derivative of the penalized
log-likelihood function (3)with respect to y;;is
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2¢(C, T ©)ei+Asgn(yij)—2¢ (C,, Oe, ©)

where function sgnis defined as

1,if >0,
sgn(t)=4 0,ifr=0, and
—1,if t<0.

Setting the equation (6) to zero, we get the updating formula for y;;

(Igijl-D,

Yij=sgn(gij) —————
i 72 Ce))(Oer) ™

where 8ij=2 {ej(cyx®)ei+(ejcxei)(ei®ei)7~’i/_ej(cxr ®)ei} and I, yj;are the estimates in the
last step of the iteration.

Taking these two updating steps together, we have the following coordinate descent-based
regularization algorithm to fit the sparse cGGM:

The Coordinate Descent Algorithm for the sparse cGGM

L Startwith F=CYXC;‘ and W=CY—CYXC;1C'YX+pI. If C xis not invertible, use I' =0
and W = Cy + p/instead.

2. Foreachj=1,2, - p solvethe Lasso problem (5) under the current estimatq of
T". Fill in the corresponding row and column of W using wi = Wq16. Update B.

3. Foreach/=1,2,---, pand =12, gupdate each entry y;in I using the
formula (7), under the current estimate for ©.

4. Repeat step 2 and step 3 until convergence.
5. Output the estimate §, W and T".

The adaptive version of the algorithm can be derived in the same steps with adaptive penalty
parameters and is omitted here. Note that when T" = 0, this algorithm simply reduces to the
glasso or the adaptive glasso (aglasso) algorithm of Friedman et a/. (2008). A similar
algorithm was used in Rothman et a/. (2010) for sparse multivariate regressions. Proposition
2 in the Supplementary Material proves that the above iterative algorithm for minimizing
PAE) with respective to T and ® converges to a stationary point of p(Z).

While the iterative algorithm reaches a stationary point of pA =), it is not guaranteed to reach
the global minimum. Since the objective function of the optimization problem (2) is not
always convex in (T, ®), it is convex in either I" or ® with the other fixed. There are
potentially many stationary points due to the high-dimensional nature of the parameter
space. We also note a few straightforward properties of the iterative procedure, namely that
each iteration monotonically decreases the penalized negative log-likelihood and the order
of minimization is unimportant. Finally, the computational complexity of this algorithm is
O(pg) plus the complexity of the g/asso.
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2.4. Tuning parameter selection

The tuning parameters p and A in the penalized likelihood formulation (2) determine the
sparsity of the cGGM and have to be tuned. Since we focus on estimating the sparse
precision matrix and the sparse regression coefficients, we use the Bayesian information
criterion (BIC) to choose these two parameters. The BIC is defined as

BIC(©,T)=—nlog(|®)+ntr(®S 1) +log(n)(s,/2+ patkn),

where p,, is the dimension of y, s, is the number of non-zero off-diagonal elements of § and
k, is the number of non-zero elements of I. The BIC has been shown to perform well for
selecting the tuning parameter of the penalized likelihood estimator (Wang et a/., 2007) and
has been applied for tuning parameter selection for GGMs (Peng et al., 2009).

3. Theoretical Properties

Sections 4-5 in the Supplementary Materials state and prove theoretical properties of the
proposed penalized estimates of the sparse cGGM: its asymptotic distribution, the oracle
properties when pand gare fixed as 7— 00 and the convergence rates and sparsistency of
the estimators when p= p,and g= g, diverge as n7— 00, By sparsistency, we mean the
property that all parameters that are zero are actually estimated as zero with probability
tending to one (Lam and Fan, 2009).

We observe that the asymptotic bias for f is at the same rate as Lam and Fan (2009) for
sparse GGMk, which is (p, + sp)/nmultiplied by a logarithm factor log p,,, and goes to zero
as long as (p, + s,)/nis at a rate of Of(log p,)~4} with some k >1. The total square errors
for I are at least of rate k,/n7since each of the k;, nonzero elements can be estimated with
rate 77Y/2, The price we pay for high-dimensionality is a logarithmic factor log(p,g,,). The
estimate " is consistent as long as ;/nis at a rate of O{(log p,, + log g,)~'} with some /> 1.

4. Monte Carlo Simulations

In this section we present results from Monte Carlo simulations to examine the performance
of the proposed estimates and to compare it with the g/asso procedure for estimating the
Gaussian graphical models using only the gene expression data. We also compare the
cGGM with a modified version of the neighborhood selection procedure of Meinshausen
and Bihlmann (2006), where each gene is regressed on other genes and also the genetic
markers using the Lasso regression, and a link is defined between gene 7and jif gene 7is
selected for gene jand gene /is also selected by gene /. We call this procedure the multiple
Lasso (mLasso). Note that the mLasso does not provide an estimate of the concentration
matrix. For adaptive procedures, the MLEs of both the regression coefficients and the
concentration matrix were used for the weights when p <nand g < n. For each simulated
data set, we chose the tuning parameters p and A based on the BIC.

To compare the performance of different estimators for the concentration matrix, we used
the quadratic loss function

— —~ 2
LOSS(®, ®)=tr(®'0-1),
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1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Yinand Li

Page 8

where B is an estimate of the true concentration matrix ®. We also compared [|Al|co, [[[Alllco,
|IA]l and ||A]|5 where A = ® - B is the difference between the true concentration matrix and
its estimate, ||A|| = max{||Ax|/||A|, x € R°, x# 0} is the operator or spectral norm of a matrix

A, ||Alloo is the element-wise /o norm of a matrix A, |||A|Hm:maxlsiSPZj:1|“ij| for A=
(@j) pxq 1s the matrix /oo norm of a matrix A, and ||Al| 7is the Frobenius norm, which is the
square-root of the sum of the squares of the entries of A. In order to compare how different
methods recover the true graphical structures, we considered the Hamming distance between
thg estimated and the true concentration matrix, defined as DIST(®, B) =Zjj|0f=0) -
K% 0)|, where 6j;is the (/, j)-th entry of ® and /(") is the indicator function. Finally, we
considered the specificity(SPE), sensitivity(SEN) and Matthews correlation
coefficient(MCC) scores, which are defined as follows:

SPE=—Y— SEN=—~1l—

TN N N
MCC= XX

V(T P+FPXTP+FN)IN+FP)IN+FN)’

where TP, TN, FP and FN are the numbers of true positives, true negatives, false positives
and false negatives in identifying the non-zero elements in the concentration matrix. Here
we consider the non-zero entry in a sparse concentration matrix as “positive.”

4.1. Models for concentration matrix and generation of data

In the following simulations, we considered a general sparse concentration matrix, where we
randomly generated a link (i.e., non-zero elements in the concentration matrix, indicated by
&) between variables 7and jwith a success probability proportional to 1/p. Similar to the
simulation setup of Li and Gui (2006), Fan et a/. (2009) and Peng et al. (2009), for each link,
the corresponding entry in the concentration matrix is generated uniformly over [-1, —0.5]U
[0.5, 1]. Then for each row, every entry except the diagonal one is divided by the sum of the
absolute value of the off-diagonal entries multiplied by 1.5. Finally the matrix is
symmetrized and the diagonal entries are fixed at 1. To generate the p x g coefficient matrix
' = (), we first generated a px g sparse indicator matrix A = (&), where &;;= 1 with a
probability proportional to 1/9. If y;;= 1, we generated y;; from Unif ([v;, 1] U [-1, =vj)]),
where v, is the minimum absolute non-zero value of © generated.

After I" and ® were generated, we generated the marker genotypes X'= (X1, - - -, Xp) by
assuming x,~Bernoulli(1, 1) for /=1, - - -, g. Finally, given x, we generated y the
multivariate normal distribution Y| X~ ~(T" X, X). For a given model and a given
simulation, we generated a dataset of 77 /./.d. random vectors (X, Y). The simulations were
repeated 50 times.

4.2. Simulation results when p<nand g <n

We first consider the setting when the sample size ris larger than the number of genes p and
the number of genetic markers g. In particular, the following three models were considered:

Model 1 (o, g 7)=(100, 100, 250), where pr(8;;# 0)=2/p, pr(T j;# 0)=3/g,
Model 2 (o, g, m)=(50, 50, 250), where pr(8;;# 0)=2/p, pr(I';;# 0)=4/g,
Model 3 (o g m)=(25, 10, 250), where pr(8;;# 0)=2/p, pr(T j;# 0)=3.5/g.

We present the simulation results in Table 1. Clearly, cGGM provided better estimates (in
terms of the defined LOSS function and the four metrics of “closeness” of the estimated and
true matrices) of the concentration matrix over g/asso for all three models considered in all
measurements. This is expected since g/asso assumes a constant mean of the multivariate
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vector, which is not a misspecified model. We also observed that the adaptive cGGM and
adaptive g/asso both resulted in better estimates of the concentration matrix, although the
improvements were minimal. This may be due to the fact that the MLEs of the concentration
matrix when pis relatively large do not provide very informative weights in the L, penalty
functions.

In terms of graph structure selection, we first observed that different values of the tuning
parameter p for the penalty on the mean parameters resulted in different identifications of
the non-zero elements in the concentration matrix, indicating that the regression parameters
in the means indeed had effects on estimating the concentration matrix. Table 1 shows that
for all three models, the cGGM or the adaptive cGGM resulted in higher sensitivities,
specificities and MCCs than the g/asso or the adaptive g/asso. We observed that g/asso often
resulted in much denser graphs than the real graphs. This is partially due to the fact that
some of the links identified by g/asso can be explained by shared common genetic variants.
By assuming constant means, in order to compensate for the model misspecification, g/asso
tends to identify many non-zero elements in the concentration matrix and result in larger
Hamming distance between the estimate and the true concentration matrix. The results
indicate that by simultaneously considering the effects of the covariates on the means, we
can reduce both false positives and false negatives in identifying the non-zero elements of
the concentration matrix.

The modified neighborhood selection procedure using multiple Lasso accounts for the
genetic effects in modeling the relationship among the genes. It performed better than g/asso
or adaptive g/asso in graph structure selection, but worse than the cGGM or the adaptive
¢GGM. This procedure, however, did not provide an estimate of the concentration matrix.

4.3. Simulation results when p > n

In this Section, we consider the setting when p > nand simulate data from the following
three models with values of 77, pand g specified as:

Model 4 (1, g, M)=(1000, 200, 250), pr(® ;% 0)=1.5/p, pr(T ;% 0)=20/g,
Model 5 (1, ¢ 7)=(800, 200, 250), pr(8 ;% 0)= 1.5/p, pr(T ;% 0)=25/7,
Model 6 (1, g, M)=(400, 200, 150), pr(8 ;% 0)= 2.5/p, pr(T ;% 0)=20/g.

Note that for all three models, the graph structure is very sparse due to the large number of
genes considered.

Since in this setting we did not have consistent estimates of " or Q, we did not consider the
adaptive cGGM or adaptive g/assoin our comparisons. Instead, we compared the
performance of cGGM, glasso, and the modified neighborhood selection procedure using
multiple Lasso in terms of estimation of the concentration matrix and graph structure
selection. The performances over 50 replications are reported in Table 2 for the optimal
tuning parameters chosen by the BICs. For all three models, we observed much improved
estimates of the concentration matrix from the proposed cGGM as reflected by both smaller
L, loss functions and different norms of the difference between the true and estimated
concentration matrices. The mLasso procedure did not provide estimates of the
concentration matrix.

In terms of graph structure selection, since g/asso does not adjust for potential effects of
genetic markers on gene expressions, it resulted in many wrong identifications and much
lower sensitivities and smaller MCCs than the cGGM. Compared to the modified
neighborhood selection using multiple Lasso, estimates from the cGGM have smaller
Hamming distance and larger MCC than mLasso. In general, we observed that when pis
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larger than the sample size, the sensitivities from all three procedures are much lower than
the settings when the sample size is larger. For Models 5 and 6, mLasso gave higher
sensitivities but lower specificities than cGGM or glasso. This indicates that recovering the
graph structure in a high-dimensional setting is statistically difficult. However, the
specificities are in general very high, agreeing with our theoretical sparsistency result of the
estimates.

5. Analysis of Yeast eQTL Data

To demonstrate the proposed methods, we present results from the analysis of a data set
generated by Brem and Kruglyak (2005). In this experiment, 112 yeast segregants, one from
each tetrad, were grown from a cross involving parental strains BY4716 and wild isolate
RM11-1a. RNA was isolated and cDNA was hybridized to microarrays in the presence of
the same BY reference material. Each array assayed 6,216 yeast genes. Genotyping was
performed using GeneChip Yeast Genome S98 microarrays on all 112 F; segregants. These
112 segregants were individually genotyped at 2,956 marker positions. Since many of these
markers are in high linkage disequilibrium, we combined the markers into 585 blocks where
the markers within a block differed by at most 1 sample. For each block, we chose the
marker that had the least number of missing values as the representative marker.

Due to small sample size and limited perturbation to the biological system, it is not possible
to construct a gene network for all 6,216 genes. We instead focused our analysis on two sets
of genes that are biologically relevant: the first set of 54 genes that belong to the yeast
MAPK signaling pathway provided by the KEGG database (Kanehisa ef a/.,, 2010), another
set of 1,207 genes of the protein-protein interaction (PPI) network obtained from a
previously compiled set by Steffen et al. (2002) combined with protein physical interactions
deposited in Munich Information center for Protein Sequences (MIPS). Since the available
eQTL data are based on observational data, given limited sample size and limited
perturbation to the cells from the genotypes, it is statistically not feasible to learn directed
graph structures among these genes. Instead, for each of these two data sets, our goal is to
construct a conditional independent network among these genes at the expression levels
based on the sparse conditional Gaussian graphical model in order to remove the false links
by conditioning on the genetic marker information. Such graphs can be interpreted as a
projection of true signaling or protein interaction network into the gene space (Brazhnik et
al,, 2002; Kontos, 2009).

5.1. Results from the cGGM analysis of 54 MAPK pathway genes

The yeast genome encodes multiple MAP kinase orthologs, where Fus3 mediates cellular
response to peptide pheromones, Kss1 permits adjustment to nutrient-limiting conditions
and Hogl is necessary for survival under hyperosmotic conditions. Lastly, SIt2/Mpk1 is
required for repair of injuries to the cell wall. A schematic plot of this pathway is presented
in Figure 1. Note that this graph only presents our current knowledge about the MAPK
signaling pathway. Since several genes such as Ste20, Ste12 and Ste7 appear at multiple
nodes, this graph cannot be treated as the “true graph” for evaluating or comparing different
methods. In addition, although some of the links are directed, this graph does not meet the
statistical definition of either directed or undirected graph. Rather than trying to recover the
MAPK pathway structure, we chose this set of 54 genes on the MAPK pathway to make
sure that these genes are potentially dependent at the expression level.

For each of the 54 genes, we first performed a linear regression analysis for gene expression
level using each of the 585 markers and selected those markers with a p-value of 0.01 or
smaller. We observed a total of 839 such associations between the 585 markers and 54
genes, indicating strong effects of genetic variants on expression levels. We further selected
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188 markers associated with the gene expression levels of at least two out of the 54 genes,
resulting in a total of 702 such associations. In addition, many genes are associated with
multiple markers (see Figure 2(a)). This indicates that many pairs of genes are regulated by
some common genetic variants, which when not taken into account, can lead to false links of
genes at the expression level.

We applied our proposed cGGM on this set of 54 genes and 188 markers and used the BIC
to choose the tuning parameters. The BIC selected A = 0.28 and p = 0.54. With these tuning
parameters, the cGGM procedure selected 188 non-zero elements of the concentration
matrix and therefore 94 links among these 54 genes. In addition, under the cGGM model,
677 elements of the regression coefficients I" are not zero, indicating the SNPs have
important effects on the gene expression levels of these genes. The numbers of SNPs
associated with the gene expressions range from 0 to 17 with a mean number of 4. Figure
2(b) shows the undirected graph for 43 linked genes on the MAPK pathway based on the
estimated sparse concentration matrix from the cGGM. This undirected graph constructed
based on the cGGM can indeed recover lots of links among the 54 genes on this pathway.
For example, the kinase Fus3 is linked to its downstream genes Dig1, Ste12 and Fusl. The
cGGM model also recovered most of the links to Ste20, including Bnil, Stell, Stel2, Ste5
and Ste7. Ste20 is also linked to Cdc42 through Bnil. Clearly, most of the links in the upper
part of the MAPK signaling pathway were recovered by cGGM. This part of the pathway
mediates cellular response to peptide pheromones. Similarly, the kinase SIt2/Mpk1 is linked
to its downstream genes Swi4 and RIm1. Three other genes on this second layer of the
pathway, Fks1, Rhol and Bck1, are also closed linked. These linked genes are related to cell
response to hypotonic shock.

As a comparison, we applied the g/assoto the gene expression of these 54 genes without
adjusting the effects of genetic markers on gene expressions and summarize the results in
Table 3. The optimal tuning parameter A = 0.145 was selected based on the BIC, which
resulted in selection of 341 edges among the 54 genes (i.e., 682 non-zero elements of the
concentration matrix), including all 94 links selected by the cGGM. The difference of the
estimated graph structures between the cGGM and glasso can be at least partially explained
by the genetic variants associated with the expression levels of multiple genes. Among these
247 edges that were identified by only the g/asso, 41 pairs of genes were associated with at
least one genetic variant. The cGGM adjusted the genetic effects on gene expression and
therefore did not identify these edges at the expression levels. Another reason is that the
glasso assumes a constant mean vector for gene expression, which clearly misspecified the
model and led to the selection of more links.

We also compared the graph identified by the modified neighborhood selection procedure of
using multiple Lasso. Specifically, each gene was regressed on all other genes and 188
markers using the Lasso. Again, the BIC was used for selecting the tuning parameter. This
procedure identified a total of 45 links among the 54 genes. In addition, a total of 33
associations between the SNPs and gene expressions were identified. Among these 45 links,
36 were identified by the cGGM and 45 were identified by g/asso.

Table 4 shows a summary of the degrees of the graphs estimated by these three procedures.
It is clear that g/assoresulted in a much denser graph than the neighborhood selection and
¢GGM, and the mLasso tends to select few links.

5.2. Results from the cGGM analysis of 1207 genes on yeast PPl network

We next applied the cGGM to the yeast protein-protein interaction network data obtained
from a previously compiled set by Steffen et a/. (2002) combined with protein physical
interactions deposited in MIPS. We further selected 1,207 genes with variance greater than
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0.05. Based on the most recent yeast protein-protein interaction database BioGRID (Stark et
al., 2011), there are a total of 7,619 links among these 1,207 genes. The BIC chose A =0.34
and p = 0.43, which resulted in selection of 12,036 links out of a total of 727,821 possible
links, which gives a sparsity of 1.65%. Results from comparisons with the two other
procedures are shown in Table 3. The glasso without adjusting for the effects of genetic
markers resulted in a total of 18,987 edges with an optimal tuning parameter A = 0.22. There
were 9,854 links that were selected by both procedures. Again g/asso selected a lot more
links than the cGGM, among the links that were identified by the g/asso only, 1,569 pairs
are associated with at least one common genetic marker (see Table 3), further explaining
that some of the links identified by gene expression data alone can be due to shared
comment genetic variants.

The modified neighborhood selection procedure mLasso identified only 1,917 edges with A
= 0.42, out of which 1,750 were identified by the cGGM and 1,916 were identified by the
glasso. There was a common set of 1,749 links that were identified by all three procedures.
A summary of the degrees of the graphs estimated by these three procedures is given in
Table 4. We observe that the g/asso gave a much denser graph than the other two
procedures, agreeing with what we observed in simulation studies.

If we treat the PPI of the BioGRID database as the true network among these genes, the true
positive rate from cGGM, glasso and the modified neighborhood selection procedure was
0.067, 0.071 and 0.019, respectively, and the false positive rate was 0.016, 0.026 and
0.0025, respectively. The MCC score from ¢cGGM, glasso and the modified neighborhood
selection procedure was 0.041, 0.030 and 0.033, respectively. One reason for having low
true positive rates is that many of the protein-protein interactions cannot be reflected at the
gene expression level. Figure 3(a) shows the histogram of the correlations of genes that are
linked on the BioGRID PPI network, indicating that many linked gene pairs have very small
marginal correlations. The Gaussian graphical models are not able to recover these links.
Figure 3 plots (b) — (d) show the marginal correlations of the genes pairs that were identified
by cGGM, glassoand mGlasso, clearly indicating that the linked genes identified by the
cGGM have higher marginal correlations. In contrast, some linked genes identified by
glasso have quite small marginal correlations. Another reason is that the PPI represents the
marginal pair-wise interactions among the proteins rather than the conditional interactions.

6. Conclusions and Discussion

We have presented a sparse conditional Gaussian graphical model for estimating the sparse
gene expression network based on eQTL data in order to account for genetic effects on gene
expressions. Since genetic variants are associated with expression levels of many genes, it is
important to consider such heterogeneity in estimating the gene expression networks using
the Gaussian graphical models. We have demonstrated by simulation studies that the
proposed sparse cGGM can estimate the underlying gene expression networks more
accurately than the standard GGM. For the yeast eQTL data set we analyzed, the standard
Gaussian graphical model without adjusting for possible genetic effects on gene expressions
identified many possible false links that result in very dense graphs and make the
interpretation of the resulting networks difficult. On the other hand, our proposed cGGM
resulted in a much sparser and biologically more interpretable network. We expect similarly
good performance on data from other published sources, such as from Schadt ef a/. (2003)
and Cheung and Spielman (2002).

Due to the limits of the gene expression data, one should not expect to recover completely

the true signaling networks since many dependencies among these genes can be observed
only at the protein or metabolite level. In any global biochemical network such signaling
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network or protein interaction network, genes do not interact directly with other genes;
instead, gene induction or repression occurs through the activation of certain proteins, which
are products of certain genes (Brazhnik ef al., 2002; Kontos, 2009). Similarly, gene
transcription can also be affected by protein-metabolite complexes. Despite these limitations
of the gene expression, it is still useful to abstract the actions of proteins and metabolites and
represent genes acting on other genes in a gene network (Kontos, 2009). This gene network
is what we aim to learn based on the proposed cGGM. As we observed from our analysis of
the yeast eQTL data, such graphs or gene networks constructed from the cGGM can indeed
explain the data and provide certain biological insights into gene interactions. Such graphs
can be interpreted as a projection of true signaling or protein interaction network into the
gene space (Brazhnik et al,, 2002; Kontos, 2009).

We have focused in this paper on estimating the sparse conditional Gaussian graphical
model for gene expression data by adjusting for the genetic effects on gene expressions.
However, we expect that by explicitly modeling the covariance structure among the gene
expressions, we should also improve the identification of the genetic variants associated
with the gene expressions (Rothman et a/., 2010). This is in fact the original motivation of
the SUR models proposed by Zellner (1962). It would be interesting to investigate
theoretically as to how modeling the concentration matrix can lead to improvement in
estimation and identification of the genetic variants associated with the gene expression
traits.

We used the Gaussian graphical models for studying the conditional independence among
genes at the transcriptional level. Such undirected graphs do not provide information on
causal dependency. Data from genetic genomics experiments have been proposed to
construct the gene networks represented by directed causal graphs. For example, Liu et al.
(2008) and Bing and Hoeschele (2005) used structural equation modeling and a genetic
algorithm to construct causal genetic networks among genetic loci and gene expressions.
Neto et al. (2009) developed an efficient Markov chain Monte Carlo algorithm for joint
inference of causal network and genetic architecture for correlated phenotypes. Although
genetical genomics data can indeed provide opportunity for inferring the causal networks at
the transcriptional level, these causal graphical model-based approach can often only handle
a small number of transcripts because the number of possible directed graphs is super-
exponential in the number of genes considered (Chickering et al., 2004). Regularization
methods may provide alternative approaches to joint modeling of genetic effects on gene
expressions and causal graphs among genes at the expression level.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.

Acknowledgments

We thank the three reviewers and the editor for many insightful comments that have greatly improved the
presentation of this paper.

References

Banerjee O, Ghaoui LE, d’Aspremont A. Model selection through sparse maximum likelihood
estimation. Journal of Machine Learning Research. 2008; 9:485-516.

Bing N, Hoeschele I. Genetical genomics analysis of a yeast segregant population for transcription
network inference. Genetics. 2005; 170:533-542. [PubMed: 15781693]

Brem RB, Kruglyak L. The landscape of genetic complexity across 5,700 gene expression traits in
yeast. Proceedings of National Academy of Sciences. 2005; 102:1572-1577.

Ann Appl Stat. Author manuscript; available in PMC 2012 December 01.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Yinand Li

Page 14

Brazhnik P, de la Fuente A, Mendes P. Gene networks: how to put the function in genomics. TRENDS
in Biotechnology. 2002; 20:467-472. [PubMed: 12413821]

Chen LS, Emmert-Streib F, Storey JD. Harnessing naturally randomized transcription to infer
regulatory relationships among genes. Genome Biology. 2007; 8:R219. [PubMed: 17931418]

Cheung VG, Spielman RS. The genetics of variation in gene expression. Nature Genetics. 2002;
32(Suppl):522-525. [PubMed: 12454648]

Chickering DM, Heckerman D, Meek C. Large-sample learning of Bayesian networks is NP-hard.
Journal of Machine Learning Research. 2004; 5:2871330.

Dempster AP. Covariance selection. Biometrics. 1972; 28:157175.
Fan J, Feng Y, Wu Y. Network exploration via the adaptive Lasso and SCAD penalties. The Annals of
Applied Statistics. 2009; 3:521-541. [PubMed: 21643444]

Friedman J, Hastie T, Tibshirani R. Sparse inverse covariance estimation with the graphical Lasso.
Biostatistics. 2008; 9:432-441. [PubMed: 18079126]

Kanehisa M, Goto S, Furumichi M, Tanabe M, Hirakawa M. KEGG for representation and analysis of
molecular networks involving diseases and drugs. Nucleic Acids Research. 2010; 38:D355-D360.
[PubMed: 19880382]

Kendziorski C, Chen M, Yuan M, Lan H, Attie AD. Statistical methods for expression quantitative
trait loci (eQTL) mapping. Biometrics. 2006; 62:19-27. [PubMed: 16542225]

Kendziorski C, Wang P. A review of statistical methods for expression quantitative trait loci mapping.
Mammalian Genome. 2003; 17:509-517. [PubMed: 16783633]

Knight K, Fu W. Asymptotics for Lasso-type estimators. Annals of Statistics. 2000; 28:1356-78.

Kontos, K. PhD Dissertation. Universite Libre de Bruxelles; 2009. Gaussian graphical model selection
for gene regulatory network reverse engineering and function prediction.

Lam C, Fan J. Sparsistency and rates of convergence in large covariance matrix estimation. Annals of
Statistics. 2009; 37:4254-4278. [PubMed: 21132082]

Li H, Gui J. Gradient directed regularization for sparse Gaussian concentration graphs, with
applications to inference of genetic networks. Biostatistics. 2006; 7:302—-317. [PubMed:
16326758]

Liu B, De La Feunte A, Hoeschele I. Gene network inference via structural equation modeling in
genetical genomics experiments. Genetics. 2008; 178:17631776.

Meinshausen N, Bihlmann P. High-dimensional graphs and variable selection with the Lasso. Annals
of Statistics. 2006; 34:1436-1462.

Neto EC, Keller MP, Attie AD, Yandell BS. Causal graphical models in systems genetics: a unified
framework for joint inference of causal network and genetic architecture for correlated
phenotypes. Annals of Applied Statistics. 2010; 4:320-339. [PubMed: 21218138]

Peng J, Wang P, Zhou N, Zhu J. Partial correlation estimation by joint sparse regression models.
Journal of American Statistical Association. 2009; 104:735-746.

Rothman AJ, Levina E, Zhu J. Sparse multivariate regression with covariate estimation. Journal of
Computational and Graphical Statistics. 2010; 19:947-962.

Schadt EE, Monks SA, Drake TA, Lusis AJ, Che N, Colinayo V, Ruff TG, Milligan SB, Lamb JR,
Cavet G, Linsley PS, Mao M, Stoughton RB, Friend SH. Genetics of gene expression surveyed in
maize, mouse and man. Nature. 2003; 422:297-302. [PubMed: 12646919]

Schafer J, Strimmer K. A shrinkage approach to large-scale covariance matrix estimation and
implications for functional genomics. Statistical Applications in Genetics and Molecular Biology.
2005; 4:32.

Segal E, Friedman N, Kaminski N, Regev A, Koller D. From signatures to models: Understanding
cancer using microarrays. Nature Genetics. 2005; 37:5S38-S45. [PubMed: 15920529]

Stark C, Breitkreutz BJ, Chatr-Aryamontri A, Boucher L, Oughtred R, Livstone MS, Nixon J, Van
Auken K, Wang X, Shi X, Reguly T, Rust JM, Winter A, Dolinski K, Tyers M. The BioGRID
Interaction Database: 2011 update. Nucleic Acids Research. 2011; 39:D698-704. [PubMed:
21071413]

Steffen M, Petti A, Aach J, D’Haeseleer P, Church G. Automated modelling of signal transduction
networks. BMC Bioinformatics. 2002; 3:34. [PubMed: 12413400]

Ann Appl Stat. Author manuscript; available in PMC 2012 December 01.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Yinand Li

Page 15

Tseng P. Convergence of a block coordinate descent method for non-differentiable minimization.
Journal of Optimization Theory and Application. 2001; 109:475-494.

Tibshirani RJ. Regression shrinkage and selection via the lasso. Journal of Royal Statistical Society B.
1996; 58:267-288.

Wainwright MJ. Sharp thresholds for high-dimensional and noisy sparsity recovery using 4-
constrained quadratic programming (Lasso). IEEE Transaction on Information Theory. 2009;
55:2183-2202.

Wang H, Li R, Tsai CL. Tuning parameter selectors for the smoothly clipped absolute deviation
method. Biometrika. 2007; 94:553-568. [PubMed: 19343105]

Yuan M, Lin Y. Model selection and estimation in the Gaussian graphical model. Biometrika. 2007;
94:19-35.

Zellner A. An efficient method of estimating seemingly unrelated regression equations and tests for
aggregation bias. Journal of the American Statistical Association. 1962; 57:348-368.

Zhu J, Lum PY, Lamb J, GuhaThakurta D, Edwards SW, Thieringer R, Berger JP, Wu MS, Thompson
J, Sachs AB, Schadt EE. An integrative genomics approach to the reconstruction of gene networks
in segregating populations. Cytogenetic Genome Research. 2004; 105:363-374.

Zou H. The adaptive lasso and its oracle properties. Journal of the American Statistical Association.
2006; 101:1418-1429.

Ann Appl Stat. Author manuscript; available in PMC 2012 December 01.



1duosnuey JoyIny vd-HIN 1duosnuey JoyIny vd-HIN

1duosnuei\ Joyiny Vd-HIN

Yinand Li

MAPKKK  MAPKK MAPK

Page 16

RNy Ny |—b-o—>m Wating

[ Digt 2] 12
WA T Ste2 GDP#GTP  GDP I }ieml Stej Scaﬁhld
Pheromone [ Ol | o Ccat 520 }—b| Stell I—DI 57
MATa St:3

=/
Sted
Selg Cde24

Celleyele
1Rt - (coteys ) G

50l,23
GDP—eGTP
Hypotonic shock ——|_ Mid2 [ Rhot

Fial 1o Bkt | Eo{iii ) B i {:I Rt | —»0—» [Tz | bl
Iyllpl ;
= o4 Swids
Shot | >[5 | oSl |
+p [t ] [oui ]
High osmolazity ——»{ STl N g I B vy VN e VR e N }—>|Msn24|—ro—» e
*p
=
Starvation ——{_ Shol Cacts | 5ea0 | P Seit | 2o 567 e el [Sei2 ]| Filamentation

Fig 1.
The yeast MAPK pathway from the KEGG database
http://www.genome.jp/kegg/pathway/sce/sce04011.html
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Analysis of yeast MAPK pathway. (a) Association between 188 markers and 54 genes in the

MAPK pathway based on simple regression analysis. Black color indicates significant

association at p-value< 0.01. (b) The undirected graph of 43 genes constructed based on the

cGGM.

Ann Appl Stat. Author manuscript; available in PMC 2012 December 01.



1duosnuey JoyIny vd-HIN 1duosnuey JoyIny vd-HIN

1duosnuey JoyIny vd-HIN

Yinand Li

Page 18

(a) All known links (b) Links selected by cGGM
g = g
£ g £ <
s -
-0.5 0.0 0.5 1.0 -0.5 0.0 0.5 1.0
(¢) Links selected by glasso (d) Links selected by mlasso

2000
J

1500
|
600
1

Frequency
1000
|
Frequency
400
I

500
Il
200
|

Fig 3.

Histograms of marginal correlations for pairs of linked genes based on BioGRID (a) and
linked genes identified by cGGM (b), glasso (c) and a modified neighborhood selection
procedure (mLasso) (d).
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Table 3

Comparison of the links identified by the cGGM, modified neighborhood selection using multiple Lasso
(mLasso), the graphical Lasso (glasso) for the genes of the MAPK pathway and genes of the protein-protein
interaction (PPI) network. Shown in the table is the number of links that were identified by the procedure
indexed by row but were not identified by the procedure indexed by column due to sharing of at least one

common

cGGM mLasso

MAPK pathway (PPl network)

' s

cGGM

10 (218)

mlLasso

41 (1569) 2 (66)
glasso
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