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Influenza viruses transcribe and replicate their negative-sense RNA genome inside the nucleus of host cells via three viral RNA
species. In the course of an infection, these RNAs show distinct dynamics, suggesting that differential regulation takes place. To
investigate this regulation in a systematic way, we developed a mathematical model of influenza virus infection at the level of a
single mammalian cell. It accounts for key steps of the viral life cycle, from virus entry to progeny virion release, while focusing
in particular on the molecular mechanisms that control viral transcription and replication. We therefore explicitly consider the
nuclear export of viral genome copies (vRNPs) and a recent hypothesis proposing that replicative intermediates (cRNA) are sta-
bilized by the viral polymerase complex and the nucleoprotein (NP). Together, both mechanisms allow the model to capture a
variety of published data sets at an unprecedented level of detail. Our findings provide theoretical support for an early regulation
of replication by cRNA stabilization. However, they also suggest that the matrix protein 1 (M1) controls viral RNA levels in the
late phase of infection as part of its role during the nuclear export of viral genome copies. Moreover, simulations show an accu-
mulation of viral proteins and RNA toward the end of infection, indicating that transport processes or budding limits virion re-
lease. Thus, our mathematical model provides an ideal platform for a systematic and quantitative evaluation of influenza virus
replication and its complex regulation.

Influenza A viruses are enveloped, single-stranded RNA viruses
with a segmented genome comprising eight viral RNAs (vRNAs)

of negative polarity (33). Generally, these vRNAs form viral ribo-
nucleoproteins (vRNPs) by associating with the viral RNA-depen-
dent RNA polymerase complex (RdRp), consisting of three sub-
units (PB1, PB2, and PA), and with multiple monomers of the
viral nucleoprotein (NP). To replicate, an infectious virus particle
or virion, which contains a complete set of eight vRNPs (43),
enters a host cell and hijacks its biosynthetic machinery to accom-
plish viral protein and RNA synthesis and to assemble progeny
virions, a process referred to as the viral life cycle.

The life cycle of influenza viruses (Fig. 1) begins when virions
bind to sialic acid residues on the cell surface, allowing them to
enter the host cell via receptor-mediated endocytosis (37). Once
inside the cell, the virus is trafficked through the endosomal net-
work until acidification in late endosomes triggers the fusion of
the viral envelope with the endosomal membrane. At the same
time, vRNPs undergo uncoating, i.e., dissociate from matrix pro-
tein 1 (M1), which enables their release into the cytoplasm and
import into the nucleus (9, 36). Unlike most other RNA viruses,
the influenza virus replicates inside the nucleus of host cells.
There, each vRNP acts as an independent functional unit that
directs the synthesis of two positive-sense RNAs by using its vRNA
as a template. First, viral messenger RNAs (mRNAs) are tran-
scribed through a mechanism primed by capped RNA fragments
that are cleaved from host pre-mRNAs. Since viral transcription
terminates upstream of the vRNA 5= end, the resulting mRNAs are
incomplete copies of the genome and thus cannot serve as the
templates for replication. Hence, a second positive-strand, full-
length RNA is synthesized, the cRNA. In contrast to mRNA tran-
scription, the replication of cRNAs is achieved via de novo initia-
tion. Nascent cRNAs are encapsidated by newly synthesized NP
and viral polymerases, leading to the formation of cRNPs. Simi-
larly, de novo-initiated synthesis from cRNPs generates vRNAs,

which form progeny vRNPs. For incorporation into new virions,
vRNPs have to leave the nucleus during the late phase of infection.
Binding of M1 and of the nuclear export protein (NEP) thus me-
diates their export (1, 35, 45). Cytoplasmic vRNPs then travel to
the plasma membrane, where virus assembly and budding take
place.

The regulation of viral RNA synthesis and especially the mech-
anism which controls whether vRNPs engage in the transcription
of viral mRNAs or the replication of cRNAs is a matter of contro-
versy. Early studies of virus-infected cells showed that replication
requires an initial round of transcription and viral protein expres-
sion (22). It has since been well established that the NP protein in
particular is an essential factor for cRNA accumulation (6, 38, 47).
Based on these findings, NP was proposed to cause a switch in the
activity of vRNPs from early transcription to late replication by
interacting with the vRNA template or the viral polymerase (re-
viewed in reference 47). Other viral or host factors as well as small
viral RNAs (22- to 27-nucleotide [nt] fragments of the vRNAs)
also have been proposed to contribute to this switch (reviewed in
reference 49). However, the so-called switching hypothesis was
recently challenged by in vitro experiments showing full-length
cRNA synthesis in the absence of free NP (58). The authors con-
cluded that vRNPs may produce both mRNA and cRNA from an
early time point, but cRNA is degraded by host nucleases unless
NP and viral polymerases stabilize it (61). Hence, NP would not
induce a switch but merely act as a cofactor during cRNA encap-
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sidation. This hypothesis is consistent with other observations
showing that the relative rate of genome replication is indepen-
dent of the abundance of NP (40), and that the RNA-binding
activity of NP is necessary for cRNA accumulation (62). However,
definite proof is still lacking. Besides the differential regulation of
mRNA and cRNA synthesis during the early phase of infection,
both species cease to accumulate toward the late phase. In con-
trast, vRNAs are continuously synthesized (21, 31, 53). This im-
plies distinct control mechanisms for positive- and negative-
strand RNA synthesis. Although the molecular basis for this
control is uncertain, nuclear export could be involved, since
vRNPs, which leave the nucleus, act as templates for mRNA and
cRNA, while cRNPs, which remain nuclear, synthesize vRNA. The
nuclear export of vRNPs depends on their interaction with M1
proteins (35), and in a cell-free system M1 also inhibited the ac-
tivity of vRNPs (20, 64, 69). It was thus proposed that M1 binding
inactivates progeny vRNPs, and that these inactivated vRNPs can
leave the nucleus (reviewed in reference 41). Therefore, M1 pro-
teins may regulate viral RNA synthesis as part of their role during
nuclear export.

To elucidate the regulation of influenza virus RNA synthesis in
a systematic way, we propose a mathematical model of the viral life
cycle. In the past, modeling has provided valuable insights into the
intracellular replication of eukaryotic viruses (10, 11, 23, 34, 48).
For influenza virus, such a model was previously developed by our
group to assess the amount of cellular resources that are con-
sumed by virus replication during cell culture-based vaccine pro-
duction (55). However, this model was based on qualitative ob-
servations and literature parameters, and due to its size and the
lack of data, it was not possible to validate the simulations against
experiments. We therefore refined the approach by reducing the
original set of equations and used a variety of data sets from the
literature to identify key parameters of virus infection. We also
considered cRNA stabilization and a more detailed description of
nuclear export to investigate how these mechanisms affect the
dynamics of viral RNA synthesis. In the following, we first intro-
duce our mathematical framework before focusing on the predic-
tions for virus entry and the transition from transcription to rep-
lication. We then highlight how M1 proteins affect viral RNA

synthesis, and eventually we combine all aspects to draw conclu-
sions about virus particle release.

MATERIALS AND METHODS
The main features of influenza virus replication are shown in Fig. 1 and
provide the basis for our model. In the following paragraphs, we derive a
set of ordinary differential equations that describe virus entry, viral repli-
cation, transcription and protein synthesis, and virus release.

Virus entry. First, virions bind to membrane receptors and enter the
cell via receptor-mediated endocytosis. Nunes-Correia et al. proposed a
kinetic model for these processes including two different binding sites,
high-affinity and low-affinity sites, which might correspond to sialic acid-
containing ligands and less specific interactions, respectively (44). We
make minor modifications to this model to account for the infection of a
single cell and add an equation for virions in early endosomes.

dVEx

dt
� khi

DisVhi
Att � klo

DisVlo
Att � �khi

AttBhi � klo
AttBlo�VEx, (1)

with Bn � Bn
tot � Vn

Att, n � �hi, lo� , (2)

dVn
Att

dt
�kn

AttBnVEx � �kn
Dis� kEn�Vn

Att , (3)

dVEn

dt
� kEn�Vhi

Att � Vlo
Att� � �kFus� kVen

Deg�VEn,

with kn
Dis �

kn
Att

kn
Eq and kVen

Deg �
1 � FFus

FFus
kFus , 0 � FFus � 1, (4)

where VEx, Vn
Att, and VEn are the numbers of virions in the extracellular

medium, virions attached to binding sites of type n (hi, high affinity; lo,
low affinity), and virions in early endosomes, respectively. Here, VEx cor-
responds to the multiplicity of infection (MOI), i.e., the number of infec-
tious virus particles per cell. These virions attach with rate kn

Att to free
binding sites Bn, of which there are Bn

tot in total. By calculating Bn from the
conservation equation (equation 2), we follow the formalism of Nunes-
Correia and coworkers (44). Note that this implies a fast recycling of
receptors as binding sites become vacant when virions enter the cell. Also,
in this notation each virion occupies one binding site that may correspond
to multiple receptors, as virus-cell binding involves multivalent bond for-
mation (18). Once attached, virions can either dissociate from the cell
with rate kn

Dis, which follows directly from the equilibrium constant, kn
Eq,

or enter the cell with the endocytosis rate, kEn (equation 3). We assume
that kEn is the same for both binding sites, as did Nunes-Correia and
coworkers. Fusion of virions in endosomes occurs with rate kFus, which
includes the trafficking and acidification of early endosomes as well as the
fusion of the viral envelope with the endosomal membrane. It has been
shown that only a fraction of virions penetrate into the cytoplasm, while
others presumably fail to fuse (32, 35). We therefore introduce the frac-
tion of fusion-competent virions, FFus, and calculate the degradation rate
of virions in lysosomes, kVen

Deg, accordingly. For model fits to experimental
data on fusion, the total number of fused virions can be obtained by
integrating kFusVEn over time.

Viral replication. Following fusion, influenza viruses release parental
vRNPs into the cytoplasm. These vRNPs enter the nucleus (9, 36), where
they start synthesizing mRNA and, according to the stabilization hypoth-
esis, also cRNA (58). However, nascent cRNA may be rapidly degraded by
cellular nucleases unless it is stabilized in cRNP complexes (61). We as-
sume that vRNP formation stabilizes nascent vRNA in a similar fashion.
For the majority of vRNAs and cRNAs, different genome segments show
similar levels throughout an infection (21, 31). Hence, we do not explicitly
distinguish between individual segments but rather consider their total
number per cell. For obtaining the abundance of an arbitrary segment,
these numbers can be divided by eight, which we did when fitting the
model to measurements of individual genome segments. Later in infec-
tion, M1 and NEP proteins enter the nucleus and trigger the nuclear
export of vRNPs (1, 45). Since M1 binding to vRNPs inhibits their trans-

FIG 1 Scheme of the influenza virus life cycle. For the sake of simplicity, only
one vRNP in a virus particle is depicted, and nonstructural proteins are omit-
ted. Solid arrows represent synthesis or protein binding. Dashed arrows indi-
cate transport processes. Different steps are assigned by numbers (see the text
for details): 1, attachment; 2, endocytosis; 3, fusion in late endosomes; 4, nu-
clear import; 5, transcription; 6, replication (cRNA synthesis); 7, protein trans-
lation; 8, cRNA encapsidation; 9, replication (vRNA synthesis); 10, vRNA
encapsidation; 11, M1 and NEP binding; 12, nuclear export; and 13, virus
assembly and budding.
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criptase activity (20, 64, 69), M1-vRNP complexes in the model are no
longer available as the templates for RNA synthesis. Thus, virus replica-
tion is described by the following equations.

dVpcyt

dt
� 8kFusVEn � kImpVpcyt , (5)

dVpnuc

dt
� kImpVpcyt� kNP

BindPNPRRdRp
V � �kM1

BindPM1� kRnp
Deg�Vpnuc, (6)

dRC

dt
� kC

SynVpnuc � kRdRp
Bind PRdRpRC � kR

DegRC, (7)

dRV

dt
� kV

SynCp � kRdRp
Bind PRdRpRV � kR

DegRV, (8)

dRRdRp
C

dt
� kRdRp

Bind PRdRpRC � kNP
BindPNPRRdRp

C � kRRdRp
Deg RRdRp

C , (9)

dRRdRp
V

dt
� kRdRp

Bind PRdRpRV � kNP
BindPNPRRdRp

V � kRRdRp
Deg RRdRp

V , (10)

dCp

dt
� kNP

BindPNPRRdRp
C � kRnp

DegCp , (11)

dVpM1
nuc

dt
� kM1

BindPM1Vpnuc � �kExpPNEP � kRnp
Deg�VpM1

nuc, (12)

dVpM1
cyt

dt
� kExpPNEPVpM1

nuc � 8rRel � kRnp
DegVpM1

cyt . (13)

Each fused virion releases a complete set of eight vRNPs into the cyto-
plasm (Vpcyt), which enter the nucleus with rate kImp (5). Nuclear vRNPs
(Vpnuc) then synthesize mRNA, which is described in the next paragraph,
and cRNA (RC) with rate kC

Syn (equation 7). Similarly, the synthesis of
vRNA (RV) with rate kV

Syn is directed by cRNPs (Cp) (equation 8). We
assume that both types of nascent RNA are degraded by nucleases with
rate kR

Deg or bind to viral polymerases (PRdRp) with rate kRdRp
Bind . The result-

ing complexes of the viral polymerase with cRNA (RRdRp
C ) or vRNA

(RRdRp
V ) are only partially stabilized and thus degraded with the rate

kRRdrp
Deg , which is lower than that of nascent RNA. Binding of NP (PNP) with

rate kNP
Bind then leads to cRNP and vRNP formation, respectively. We as-

sume that RNPs decay at a low rate, kRnp
Deg, as the RNA in vRNPs is still

sensitive to digestion in the presence of an excess of RNases (12). Note that
this decay was omitted for incoming cytoplasmic vRNPs (equation 5).
During the late phase of infection, M1 proteins (PM1

Bind) can bind to vRNPs
with rate kM1

Bind to form M1-vRNP complexes in the nucleus (VpM1
nuc). Sub-

sequent association of NEP (PNEP) facilitates the nuclear export, which is
combined in the rate kExp, assuming that the actual transport process is
fast. Cytoplasmic NEP-M1-vRNP complexes (VpM1

cyt ) are then transported
to the plasma membrane where virus budding takes place. We lump all
processes of virus assembly and budding into the virus release rate, rRel,
which is described later.

Viral transcription and protein synthesis. Viral transcription takes
place in the nucleus, whereas translation occurs at cytoplasmic ribosomes.
However, since it has been shown that the nuclear export of mRNAs is fast
(15), we assume that newly synthesized mRNAs are readily available for
translation. In contrast to vRNA and cRNA, our model explicitly accounts
for the mRNAs of different genome segments, since measurements reveal
significant differences in their levels during infection (21, 31). Protein
synthesis in simulations is directly proportional to these mRNA levels, as
has been found experimentally (26). For simplicity, we only consider the
net production of all structural proteins, neglecting their degradation, and
assume that protein amounts in different cellular compartments are in
equilibrium. As more data become available, these assumptions can be
dropped in favor of a more complex model. Equations for mRNAs and
proteins are the following.

dRi
M

dt
�

kM
Syn

Li

Vpnuc

8
� kM

DegRi
M, i � 1, ... , 8, (14)

dPPB1

dt
�

kP
Syn

DRib
R2

M � kRdRpPpB1PpB2PpA, (15)

dPPB2

dt
�

kP
Syn

DRib
R1

M � kRdRpPpB1PpB2PpA, (16)

dPPA

dt
�

kP
Syn

DRib
R3

M � kRdRpPpB1PpB2PpA, (17)

dPRdRp

dt
� kRdRpPPB1PPB2PPA � kRdRp

Bind PRdRp�RV� RC� � �NPRdRp
� 8�rRel ,

(18)

dPNP

dt
�

kP
Syn

DRib
R5

M �
LV

NNP
Nuc kNP

BindPNP�RRdRp
V � RRdRp

C �

� �NPNP
� 8

LV

NNP
Nuc�rRel , (19)

dPM1

dt
�

kP
Syn

DRib
�1 � FSpl7�R7

M �
LV

NM1
Nuc kM1

BindPM1Vpnuc

� �NPM1
� 8

LV

NM1
Nuc�rRel , (20)

dPNEP

dt
�

kP
Syn

DRib
FSpl8R8

M �
LV

NNEP
Nuc kExpPNEPVpM1

nuc � �NPNEP
� 8

LV

NNEP
Nuc �rRel ,

(21)

dPHA

dt
�

kp
Syn

DRib
R4

M � NPHA
rRel , (22)

dPNA

dt
�

kp
Syn

DRib
R6

M � NPNA
rRel , (23)

dPM2

dt
�

kp
Syn

DRib
FSpl7R7

M � NPM2
rRel , (24)

where Ri
M and Pj are the numbers of mRNAs of segment i and of proteins

of type j, respectively. Experiments of Hatada et al. show a negative cor-
relation between the length of an mRNA and its level, i.e., smaller mRNAs
are more abundant (21). Because we assume that all mRNAs are degraded
with the same rate, kM

Deg, we use a length-dependent mRNA synthesis rate,
kM

Syn, and scale it with Li, denoting the length of segment i’s unspliced
mRNA (equation 14). This is in agreement with a transcription mecha-
nism in which only the resident polymerase complex of a vRNP synthe-
sizes mRNAs in cis (27) and elongation is the rate-limiting step. We di-
vided Vpnuc by 8, as only this fraction of vRNPs encodes a specific genome
segment and its mRNA. To increase protein translation, multiple ribo-
somes can bind to a single mRNA, forming polysomes. This is considered
by using the length-dependent translation rate, kP

Syn (56), and the average
distance between two adjacent ribosomes on an mRNA, DRib (4). Hence,
protein production is proportional to the speed with which ribosomes
cover the distance (DRib). New viral polymerases (PRdRp) form from the
three subunits with rate kRdRp and bind to vRNAs and cRNAs with rate
kRdRp

Bind (equation 18). Measurements show that the number of polymerases
in one virus particle (NPRdRp) is greater than the eight polymerases in a
complete set of vRNPs (33). Therefore, the remaining amount is assumed
to leave the cell during budding. Similar terms are considered for NP, M1,
and NEP, with NPj denoting the number of proteins of type j in one virion.
To calculate the amount of NP, M1, and NEP bound in one NEP-M1-
vRNP complex, we use the average length of a vRNA (LV) and the number
of nucleotides bound by one protein, NNP

nuc, NM1
nuc (63), and NNEP

nuc . The
surface proteins hemagglutinin (PHA), neuraminidase (PNA), and matrix
protein 2 (PM2) only decrease due to budding. We consider the splicing
of mRNAs from segments 7 and 8 by introducing the factors FSpl7 and
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FSpl8 (50), which represent the fraction of mRNAs that encode M2 and
NEP, respectively.

Virus release. When vRNPs and viral proteins reach the plasma mem-
brane, progeny virions are assembled and released from the cell. Since the
precise mechanism is still not well understood (25), we do not model
budding in detail but rather use a simple description:

dVRel

dt
� rRel � kRelVpM1

cyt �
j

Pj

Pj � KVRelNpj

with j � �RdRp, HA, NP, NA, M1, M2, NEP� (25)

where VRel is the number of progeny virions released from a cell. It has
been shown that vRNPs assume a 7 � 1 configuration, which along with
other evidence supports a specific packaging mechanism of the viral ge-
nome (25). The formation of a complex containing the eight genome
segments would involve multiple intersegments interactions (17) and
may therefore be a kinetic bottleneck. Hence, the overall rate of virus
release, rRel, in our model is proportional the amount of cytoplasmic
vRNPs and to the virus release rate, kRel. Viral protein levels are assumed
to scale this rate by multiplication of Michaelis-Menten-like terms, which
depend on the abundance of each protein j in one virion NPj (33). Here,
enough proteins for KVRel virions must be present to reach half the max-
imal release rate. We assume that progeny virions do not reinfect the same
cell. This is in agreement with the observation that neuraminidase expres-
sion on the cell surface cleaves sialic acid and limits superinfection (24).

For all steps of the virus life cycle, we assume that cellular resources,
like amino acids, nucleotides, and ribosomes, as well as other host factors
are abundant and do not limit replication, an assumption which has been
used by several previous authors for other viruses (10, 16, 23) and which is
in agreement with theoretical results for influenza virus (55).

Computation. We solved equations 1 to 25 numerically using the
CVODE routine from SUNDIALS (8) on a Linux-based system. All model
parameters and initial conditions can be found in Tables A1 and A2 in the
appendix. Model files and experiments were handled with the Systems
Biology Toolbox 2 (51) for MatLab (version 7.5.0 R2007b). We estimated
parameters using the fSSm algorithm for stochastic global optimization
(13). To assess parameter uncertainties, confidence intervals were calcu-
lated were possible using a bootstrap method (28). For data sets where no
measurement errors are available, the model’s local sensitivity is provided
instead. We calculate this sensitivity by following the approach of Guten-
kunst et al. (19), who quantified the change in model output in response
to parameter perturbations using an averaged least-squares formula.
However, in contrast to their implementation, we perturb each parameter
by 1% around its estimated value and only consider the change in model
species that were measured at the time points of their measurement.
Hence, this local sensitivity shows how much a given parameter affects
simulation results compared to the available measurements, which indi-
cates how accurate the parameter estimates are. In this regard, small sen-
sitivities correspond to large variations.

RESULTS
Virus entry. To model the binding of influenza virus particles to
the cell surface, we followed the work of Nunes-Correia et al. and
used their parameters for the adsorption of virions to MDCK cells
(44). However, in their study the attachment rates were only mea-
sured at 4 and 20°C. To obtain these rates at 37°C, we tuned our
model such that equilibrium of binding is reached after 20 min, as
observed experimentally at this temperature (44). The resulting
simulations show the same virus binding in steady state as the
model of Nunes-Correia et al. and fit their data equally well (data
not shown). After having bound to the plasma membrane, virus
particles enter the cell via endocytosis, and a fraction of these
particles accomplish fusion with the membrane of late endo-
somes. We determined the fraction of fusion-competent virions
and the rates for endocytosis and fusion by fitting data of R18
labeling experiments (Fig. 2A) conducted by Stegmann et al. (57).
Table 1 summarizes the obtained parameters. The first fusion
events occur within 5 min after adsorption, with most fusion-
competent virions escaping late endosomes within 80 min. How-
ever, half of the adsorbed virions fail to fuse and are degraded in
lysosomes. According to the local sensitivity (Table 1), the model
output heavily depends on the fraction of fusion-competent viri-
ons, FFus, indicating that R18 labeling experiments can yield accu-
rate estimates of this parameter. Using the parameters shown in
Table 1, we can infer the dynamics of virus entry during an infec-
tion (Fig. 2B). Following the observations of Nunes-Correia et al.
(44), virion binding sites on the cell surface in our model are
abundant and do not become depleted by endocytosis. Hence, all
extracellular virus particles (VEx) can enter the cell, which requires
approximately 1 h. The number of virus particles in endosomes
peaks around 20 min postinfection and decreases subsequently
due to the depletion of virions in the medium. After about 90 min,
half of the parental vRNPs have entered the nucleus, where they
start synthesizing viral RNAs while the rest is degraded in lyso-
somes.

FIG 2 Dynamics of virus entry. Lines represent simulation results. (A) Model fit to data (circles) for the fusion of R18-labeled influenza virus (strain NIB26) with
endosomes in MDCK cells modified from those of Stegmann et al. (57). In brief, virus was added to MDCK cells at 0°C for 1 h to allow for virus adsorption, cells
were washed, and warm buffer (37°C) was added. The percentage of fused out of total cell-associated virions is shown. (B) Simulated amounts of extracellular
virions in the medium (VEx), virions in endosomes (VEn), and vRNPs in the nucleus (Vpnuc) for infection at an MOI of 10, neglecting viral protein synthesis and
vRNP degradation.

TABLE 1 Parameter estimates for virus entry

Rate constant Value Local sensitivity (%)

FFus 0.51 0.44
khi

Att 8.09 · 10�2 (sites · h)�1 3.06 · 10�4

klo
Att 4.55 · 10�2 (sites · h)�1 4.36 · 10�6

kEn 4.8 h�1 4.46 · 10�2

kFus 3.21 h�1 1.32 · 10�2
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Transition from transcription to replication. Early experi-
ments demonstrated that during infection, vRNPs first synthesize
mRNA, whereas cRNA accumulation occurs only after the de novo
synthesis of viral proteins (22). Vreede et al. proposed that this
transition from transcription to replication occurs because nas-
cent cRNAs are degraded by cellular nucleases unless viral poly-
merases and NP protect it from degradation (61). We included
this hypothesis in our model and used two published studies for
parameter estimation (58, 61). These works provide time courses
of vRNA, cRNA, and mRNA levels under various experimental
conditions measured by semiquantitative NA gene-specific
primer extension analysis. To use these data for modeling, we
conducted a densitometric analysis and quantified the intensity of
each RNA signal. We then normalized these values to the corre-
sponding vRNA signal (at the same time point), which Vreede et
al. assumed to be constant during their experiments. This yielded
the relative mRNA and cRNA levels per molecule of vRNA.

One key observation is that virion-derived vRNPs synthesize
both mRNA and cRNA in vitro, i.e., in the absence of de novo-
synthesized viral proteins and cellular nucleases (58). Our model
can resemble this experiment (Fig. 3A) and allows for the estima-
tion of kinetic parameters. As expected in the absence of nucleases,
we find a low degradation rate of cRNA (kR

Deg in Table 2). Here,
kR

Deg most likely corresponds to decomposition processes, suggest-
ing a high stability of cRNA under in vitro conditions. In contrast,
parameter estimation yields a high rate for mRNA degradation
(kM

Deg), which results from the observation that mRNA levels reach
steady state after 12 h (Fig. 3A). However, kM

Deg might be biased by
the assumption that mRNA synthesis is constant throughout the
experiment. This might not be the case due to the loss of enzy-
matic activity or depletion of precursors, such as cap sources,
which would also yield constant mRNA levels but at a much lower
degradation rate.

To approach the in vivo situation, we next examined infection
experiments in 293T cells from the literature (61). In these exper-
iments, cellular protein synthesis was inhibited, which prevents
the production of viral proteins and, hence, should abolish cRNA
stabilization. To rescue cRNA accumulation, Vreede et al. ex-
pressed four viral proteins in different combinations prior to in-
fection: wild-type NP, PA, PB2, and a mutant PB1 (PB1a, contain-
ing D445A/D446A mutation). A trimeric polymerase complex
which contains PB1a is catalytically inactive but binding compe-
tent and thus cannot synthesize viral RNAs yet still stabilize cRNA
(61). For parameter estimation, we fitted all infection data sets
simultaneously (Fig. 3B to D) using the same parameters, and we

FIG 3 Simulation of cRNA stabilization hypothesis. Experiments yielding NA gene-specific mRNA (Œ) and cRNA levels (�) were conducted by Vreede et al.
using primer extension analysis (58, 61). We obtained relative RNA levels from these studies by densitometric analysis and normalized each data point to the
constant vRNA signal. (A) Fit to data of an in vitro polymerase assay using virion-derived vRNPs (58). (B and C) Model fit to infection of 293T cells with influenza
A/WSN/33 at an MOI of 5 (58). In brief, protein synthesis during infection was inhibited, and plasmids expressing NP, PA, and PB2 (B) or NP, PA, PB2, and PB1a
(C) were transfected prior to infection. (D) Same as panel C, except that various amounts of plasmids expressing PA, PB2, PB1a (RdRp), NP, or empty vector (�)
were transfected prior to infection. Bars represent the cRNA level at 2 hpi. PB1a, catalytically inactive mutant PB1-D445A/D446A which forms polymerase
complexes that do not synthesize viral RNAs but stabilize cRNA.

TABLE 2 Parameter estimates for the transition to genome replication

Rate
constant

Valuee Local sensitivity (%)

In vitroa Cell cultureb In vitro Cell culture

kNP
Bind 3.01 · 10�4 7.16 · 10�3

kRdRp
Bind 1c 6.62 · 10�7

kM
Deg 0.37 0.33 0.13 1.37 · 10�2

kR
Deg 0.06 36.36 1.76 · 10�2 1.21 · 10�5

kRRdRp
Deg 4.25 1.16 · 10�2

kC
Syn 0.03 0.76 8.78 · 10�2 5.31 · 10�2

kM
Syn 0.21d 0.96d 0.18 8 · 10�2

a Model fit is presented in Fig. 3A.
b Model fit is presented in Fig. 3B to D.
c Since polymerase binding is at saturation in experiments, we can only estimate the
lower bound of this rate.
d For better comparison, the synthesis rate of an mRNA of average length is shown. In
the model, transcription is proportional to the actual length of each segment’s mRNA
using a length-specific synthesis rate of 350 nt · h�1 (in vitro) and 1,630 nt · h�1 (cell
culture).
e Values for kNP

Bind and kRdRp
Bind are given in (molecules · h)�1, and the other constants are

given in h�1.
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chose initial conditions according to the experimental setup (see
Table A2 in the appendix for details). Figure 3B shows a scenario
in which NP is present but no complete viral polymerase com-
plexes are formed (in experiments only NP, PA, and PB2 were
transfected). Consequently, cRNA is rapidly degraded in the sim-
ulation and cannot be detected by primer extension analysis. Ac-
cording to Vreede et al., the elevated cRNA signal at 6 h postinfec-
tion (hpi) can be attributed to a minor breakthrough of protein
synthesis inhibition (61) and therefore is not reflected by the
model. Note that in contrast to the in vitro experiment, cRNA
degradation occurs with a high rate in cells (kR

Deg in Table 2). This
rate has to compensate for the constant cRNA synthesis by vRNPs.
However, for high degradation rates, which are required to reflect
the complete absence of cRNA, the model becomes increasingly
insensitive. Hence, separate experiments are necessary to exactly
quantify this rate. In the presence of NP and all polymerase sub-
units, stabilization can rescue the cRNA signal from this degrada-
tion in the experiment and in the model (Fig. 3C). The stabiliza-
tion of cRNA by catalytically inactive polymerases should not
affect mRNA transcription. Hence, simulated mRNA levels in Fig.
3B and C are the same and correspond well to the averages from
these two independent biological experiments. In Fig. 3D, we
show how different amounts of preexpressed proteins affect cRNA
stabilization in our model and in the literature. In the absence of
viral polymerases, simulations show very low cRNA levels regard-
less of whether NP is transfected (Fig. 3D, columns 1 and 2). This
residual amount occurs because vRNPs constantly synthesize
cRNA and degradation rates are finite. However, such low levels
may be below the detection limit of primer extension analysis. The
addition of polymerases in the absence of NP results in the partial

stabilization of cRNA (Fig. 3D, column 3). To capture this obser-
vation in the model, RdRp-cRNA complexes have to be formed
that have degradation rates lower than that of free cRNA (com-
pare kR

Deg and kRRdrp
Deg in Table 2). When polymerases and NP are

expressed together, cRNA accumulation is rescued substantially
(Fig. 3D, column 4). Furthermore, experiments and the model
show that transfecting increasing amounts of polymerases does
not yield higher cRNA levels, whereas an increase in NP levels
enhances stabilization. Hence, in these experiments, polymerase
binding is at saturation, suggesting a high affinity to cRNA. In
contrast, the binding of preexpressed NP is the rate-limiting step
of cRNA stabilization. Overall, simulations are in good agreement
with the measured dynamics of cRNA and mRNA accumulation
and also capture qualitative observations at different protein con-
centrations.

Inhibition of vRNP activity and nuclear export. In the late
phase of infection, vRNPs leave the nucleus to travel to the plasma
membrane, where they are incorporated into new virus particles.
Based on experimental observations, two viral proteins control
nuclear export in our model: the M1 protein, which initially binds
to vRNPs and renders them inactive for RNA synthesis (20, 64,
69), and NEP, which subsequently facilitates transport (1, 45). We
examined whether this mechanism, in combination with cRNA
stabilization, captures the viral RNA dynamics during infection.
Figure 4A and B show a model fit to quantitative real-time reverse
transcription-PCR (RT-PCR) data of intracellular mRNA, cRNA,
and vRNA levels in infected MDCK cells obtained by Kawakami et
al. (31). Viral mRNA starts to accumulate within the first hour
postinfection, reaching a distinct peak at approximately 3.5 to 4
hpi (Fig. 4A). Later in infection, mRNA levels decline in the mea-

FIG 4 Viral RNA synthesis during infection. (A and B) Model fit to vRNA (�), mRNA (Œ), and cRNA (�) levels of segment 5 (encoding NP) during an infection
of MDCK cells with influenza A/WSN/33 at an MOI of 10 after 1 h of virus adsorption at 4°C. Data were determined by Kawakami et al. using strand-specific
real-time RT-PCR (31). (C) Model prediction for the accumulation of M1 proteins (PM1) and vRNPs engaged in RNA synthesis (Vpnuc). (D) Comparison of
model fit in panels A and B to data of Shapiro et al. for the synthesis rates of M1 proteins ({) and mRNAs (�) of segment 7 (encoding M proteins) (53). In brief,
BHK-21 cells were infected with influenza virus (WSN strain) at an MOI of 10 to 20, and virus was allowed to adsorb for 1 h at 4°C. Protein and mRNA levels were
determined by pulse-chase experiments. In simulations, rM1

Syn and rRM7
Syn are the synthesis rates of M1 proteins (first term in equation 20) and of mRNAs of segment

7 (first term in equation 14, with i � 7), respectively. Data points and simulations are given as percentages of their maximums.
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surements and the simulation. For cRNAs, we find an increase in
abundance from 1.5 hpi onwards (Fig. 4B). Again, accumulation
slows down during later stages, and the cRNA level in the model
eventually falls slightly toward the end of infection. Consequently,
viral genome replication starts 1.5 to 2 hpi and persists throughout
infection, but it levels off from 6 hpi onwards. These dynamics are
in general agreement with other experiments using different in-
fluenza virus strains and cell lines (15, 21, 53, 62).

In the proposed model, the shutdown of mRNA and cRNA
synthesis between 3.5 and 4 hpi depends primarily on the inhibi-
tion of vRNP activity by M1 proteins. To explore this in more
detail, we used the simulations in Fig. 4A and B to infer the dy-
namics of M1 protein levels (Fig. 4C). M1 proteins begin to accu-
mulate 2 hpi and subsequently bind to vRNPs in the nucleus.
Therefore, the number of active vRNPs starts to decrease 2.5 hpi.
However, some vRNPs remain active and continue to produce
RNAs at low levels even late in infection. For cRNA, this residual
synthesis is nearly in equilibrium with the degradation (Fig. 4B),
since cRNAs are stabilized in cRNP complexes. In contrast,
mRNA degradation outweighs synthesis at late time points (Fig.
4A). The relationship between the synthesis of M1 and of mRNA
has been observed previously in qualitative (69) and dynamic ex-
periments (53). The latter work is of special interest, since Shapiro
et al. measured M1 protein and mRNA synthesis rates. Intrigu-
ingly, our model can resemble these dynamics without further
parameter optimization, although the measurements were con-
ducted in BHK-21 cells (Fig. 4D). As found by Shapiro et al.,
simulations show that the mRNA synthesis rate is maximal at 2.5
hpi (preceding the peak in the mRNA level shown in Fig. 4A). Its
decrease coincides with the onset of M1 production. However,
experiments show a complete shutdown of mRNA production,

which contrasts with model predictions. However, this too might
be related to the sensitivity of the experimental approach. In sum-
mary, simulation results suggest that the binding of M1 proteins
to vRNPs for subsequent nuclear export causes a selective inhibi-
tion of positive-strand RNA synthesis during the late phase of
infection.

Table 3 presents the parameters estimated from the data in Fig.
4A and B. Note that this data set was obtained in MDCK cells,
whereas the cRNA stabilization experiments, on which Table 2 is
based, were conducted in 293T cells. Hence, we reestimated the
RNA synthesis rates and found that mRNA production especially
is faster in MDCK cells (compare kM

Syn in Tables 2 and 3). This
difference might be cell line dependent or may arise due to the
quality of the data sets. In particular, it has to be taken into ac-
count that the experiments in 293T cells were assayed by primer
extension analysis, yielding only relative RNA levels, while the
real-time RT-PCR measurements in infected MDCK cells allowed
a direct quantification. The latter data set should enable more
accurate estimations. For these experiments, we also find that the
rate of vRNA synthesis is significantly higher than that observed
for cRNA.

Progeny virion release. Considering the accumulation of
vRNAs toward the end of infection, we were interested in what
factor(s) limits the amount of virions that are released by an
infected cell. Our infection experiments showed that an aver-
age MDCK cell infected with influenza A/WSN/33 produces up
to 104 progeny virions (data not shown). We tuned the virus
release rate in our model such that the simulations reflect this
average virus yield. Interestingly, protein loss due to releasing
this amount of particles does not deplete the intracellular levels
of viral polymerases M1 and NP (Fig. 5A) or of the other viral
proteins (data not shown). The differences in simulated pro-
tein abundance seen in Fig. 5A arise for two reasons: budding
virions contain different amounts of each protein, and mRNA
levels in the model are higher for smaller genome segments,
which is in agreement with Hatada et al. (21). Simulations also
show that the level of vRNPs in the cytoplasm increases
throughout infection (Fig. 5B), as has been observed for the
vRNA level in experiments (Fig. 4A). Hence, modeling suggests
that no single viral component limits the formation of progeny
virions. Furthermore, Fig. 5B indicates that the first virus par-
ticles are released 3 to 4 hpi, and that more virions leave the cell
at late time points due to the accumulation of cytoplasmic
vRNPs and other viral components.

TABLE 3 Parameter estimates for viral RNA synthesis during late
infection

Rate constantd Value Confidence intervala

kM1
Bind 1.39 · 10�6 (0.5–3) · 10�6

kRnp
Deg 0.09 0b–0.19

kC
Syn 1.38 0.53–2.99

kM
Syn 147c 47–239

kV
Syn 13.86 5.73–23.71

a Quantiles Q0.025 and Q0.975 of 3,000 bootstrap iterations performed according to Joshi
et al. (28).
b Estimates reached a lower parameter bound of 9 · 10�4.
c Synthesis rate of an mRNA of average length (Table 2) using a length-specific rate of
2.5 · 105 nt · h�1.
d kM1

Bind is given in (molecules · h)�1, and the other constants are given in h�1.

FIG 5 Dynamics of virus release. (A) Model prediction for the levels of M1 (PM1), NP (PNP), and viral polymerase complexes (PRdRp) based on the model fit
shown in Fig. 4. (B) Level of cytoplasmic vRNPs (VpM1

cyt ) and cumulative amount of released progeny virions (VRel) for the simulation presented in Fig. 4.

Heldt et al.

7812 jvi.asm.org Journal of Virology

http://jvi.asm.org


DISCUSSION

We integrated key experimental results published by various re-
search groups during the last 2 decades to derive a kinetic model of
influenza virus replication in a mammalian cell. In contrast to
previous theoretical studies, this model captures qualitative and
quantitative measurements of virus entry, the transition from
transcription to replication, and viral RNA levels in a single coher-
ent framework. We used it to explore how influenza viruses regu-
late their life cycle and what consequence this regulation has for
the dynamics of viral RNA synthesis.

Previous studies of virus entry have found virion-containing
endosomes as early as 5 min after adsorption (37, 68), while un-
coating occurs between 5 and 90 min (32, 36, 57). Our model is
consistent with these results and allowed us to investigate the dy-
namics of virus entry in detail. In simulations, vRNPs accumulate
in the nucleus between 13 and 90 min, which is in good agreement
with immunocytochemistry of incoming NP (36). Intriguingly,
virus uptake in experiments and simulations ceases thereafter.
Modeling suggests that this is due to the depletion of extracellular
virions. However, in infected cell culture, free virions can be found
even after the entry phase (37). We thus speculate that only the
virus particles in the vicinity of cells get depleted, whereas diffu-
sion limits the transport of virions in the bulk of medium. In this
case, the number of extracellular virions in our model corre-
sponds to the number of infectious particles in close proximity to
cells. Alternatively, or additionally, internalization and removal of
sialic-acid containing receptors could restrict virus entry later in
infection (24). Such a scenario would not be reflected in the cur-
rent framework, since we adopted a binding model which implies
fast receptor recycling (44). Overall, virus entry requires approx-
imately 25 min, after which the first vRNPs reach the nucleus in
experiments (36). This delay is in agreement with the observed
onset of mRNA accumulation in our model, indicating that
vRNPs directly begin transcription once in the nucleus.

To account for the transition from transcription to genome
replication, we implemented the stabilization of cRNAs in our
model and analyzed experimental data that led to this hypothesis.
The model can capture these observations successfully but re-
quires several key features to do so. For instance, to reflect low
cRNA levels in the absence of viral proteins, the degradation rate
of nascent cRNAs in cells has to be high enough to compensate for
replication. In fact, estimation yields a significantly higher rate for
infection experiments than that found in the cell-free system.
Hence, cRNAs seem to be stable in vitro, whereas in cells efficient
degradation takes place. It would be interesting to determine
whether cellular nucleases allow for such high degradation rates.
To reflect experiments that show a partial stabilization of cRNAs
by viral polymerases, the model requires that cRNA encapsidation
occurs via a two-step process. Initially, the rapid binding of poly-
merases produces RdRp-cRNA complexes, which are less suscep-
tible to degradation than free cRNA. Stable cRNPs then are
formed by NP binding. Confirming this two-step mechanism and
characterizing the stability of the RdRp-cRNA intermediates thus
would provide further evidence for the stabilization hypothesis.
Encapsidation in two successive steps would also explain why NPs
alone do not stabilize cRNA in experiments. However, NP was
shown to bind RNA with high affinity in an unspecific manner
(reviewed in reference 47). To be consistent with the cRNA stabi-
lization model, NP-cRNA complexes should be susceptible to

degradation. Studying whether that is the case and, if so, why
polymerases are necessary for stabilization may provide further
insights into the proposed mechanism. Finally, the increase in
cRNA levels in response to increasing NP concentrations suggests
that NP binding is the rate-limiting step of encapsidation.
Whether this is a general feature or only holds true for the exper-
imental conditions used by Vreede et al. remains to be deter-
mined. Taken together, however, these features enable our model
to capture the cRNA stabilization hypothesis and the transition
from transcription to replication. However, as a variety of other
regulatory mechanisms were proposed, alternative models are un-
der investigation. In future studies, the application of model dis-
crimination techniques and their combination with model-based
experimental design may allow us to validate or invalidate the
competing hypotheses.

The shutdown of mRNA synthesis constitutes the second
widely accepted regulation of influenza virus replication. Early
evidence suggested that this step is part of the switch to genome
replication (reviewed in reference 47), such that NP biases vRNPs
toward replication instead of transcription; i.e., an increase in rep-
lication would be at the expense of transcription. However, our
simulations show that there is no immediate shutdown of tran-
scription but rather a sustained period of time where mRNA and
cRNA are both synthesized. In the model, this allows for an accu-
mulation of transcriptionally active progeny vRNPs which sup-
port the rapid increase in mRNA and cRNA levels between 1 and
3.5 hpi. Parental vRNPs alone could not sustain such an increase
and the high mRNA levels observed in experiments. Instead of an
early shutdown, we find that transcription inhibition coincides
with the accumulation of M1 proteins, which marks the onset of
nuclear export during the late phase of infection. According to the
model, the inactivation of vRNPs by M1 binding affects both pos-
itive-strand RNAs around 4 hpi, leading to a decrease in the
mRNA level and a roughly constant amount of cRNAs. In con-
trast, the accumulation of vRNAs continues unhindered. These
dynamics were also observed in several independent experiments
(21, 31, 54, 62). Hence, we proposed that M1 proteins regulate
viral RNAs during the late phase of infection by interacting with
vRNPs and inhibiting positive-strand RNA synthesis. In support
of this, experiments in which a model cRNA or vRNA (containing
a chloramphenicol acetyltransferase [CAT] gene flanked by the
noncoding sequence of segment 8) was expressed in the presence
of viral polymerases and NP, but not M1, showed an accumula-
tion of all three viral RNA species but no shutdown of RNA syn-
thesis (40). Inhibition by M1 thus could stop mRNA and cRNA
production when both levels are sufficient to sustain the synthesis
of viral proteins and genomic RNAs. Indeed, when cells were in-
fected with a virus carrying a mutant M1 protein impaired in its
binding to vRNPs, intracellular vRNA levels increased by 250%
(66), indicating a lack of negative regulation. One could argue that
this increase was due to the retention of viral genome copies in the
cell because nuclear export and, therefore, budding were im-
paired. However, in our model, even a complete block of budding
would only increase vRNA levels by roughly 10% as infected cells
produce significantly more viral genomes than are incorporated
into progeny virions. Hence, it seems that M1 proteins provide a
negative feedback that directs vRNPs toward nuclear export,
which prevents excessive RNA production in favor of budding.
Finally, the export of vRNPs itself may contribute to this regula-
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tion, as two independent studies found an increase in nuclear
cRNA levels in the presence of export inhibitors (7, 67).

In the present work, we focused solely on the regulation of
virus replication by viral proteins, supported by in vitro experi-
ments showing that capped RNA-primed transcription and de
novo-initiated replication from short RNA templates occur in the
absence of cellular proteins (42). In fact, we demonstrated that by
considering the encapsidation of viral RNAs and the export of

vRNPs alone, simulations can capture the dynamics of viral RNAs
during infection. However, previous studies have also identified a
variety of host factors that are required for efficient viral RNA
synthesis in cells (reviewed in reference 65). For instance, the
minichromosome maintenance complex (MCM) stimulates
cRNA initiation (29, 30), and RAF-2p48 (also designated UAP56,
NPI-5, and Bat1), a cellular splicing factor, acts as a chaperon for
NP during RNA encapsidation (39). Also, the activity of cellular

TABLE A1 List of parameters used for the simulation of influenza virus replication

Parameter Description Value Source, reference, or comment

Bhi
tot No. of high-affinity binding sites 150 sites 44

Blo
tot No. of low-affinity binding sites 1,000 sites 44

DRib Distance between two adjacent ribosomes 160 nt 4

FFus Fraction of fusion-competent virions 0.51 Expt in Fig. 2A

FSp17 Fraction of M2-encoding mRNAs 0.02 Based on ration of M2 to M1

FSp18 Fraction of NEP-encoding mRNAs 0.125 50

khi
Att Attachment to high-affinity binding sites 8.09 · 10�2 sites�1 · h�1 Adjusted to data in reference 44

klo
Att Attachment to low-affinity binding sites 4.55 · 10�2 sites�1 · h�1 Adjusted to data in reference 44

kM1
Bind Binding of M1 to nuclear vRNPs 1.39 · 10�6 molecule�1 · h�1 Expt in Fig. 4A and B

kNP
Bind Binding of NP to RdRp-RNA complexes 3.01 · 10�4 molecule�1 · h�1 Expt in Fig. 3B-D

kRdRp
Bind Binding of RdRp complexes to RNA 1 molecule�1 · h�1 Expt in Fig. 3B-D

kM
Deg Degradation of mRNA 0.33 h�1 Expt in Fig. 3B-D

kR
Deg Degradation of nascent cRNA/vRNA 36.36 h�1 Expt in Fig. 3B-D

kRnp
Deg Degradation of RNPs 0.09 h�1 Expt in Fig. 4A and B

kRRdRp
Deg Degradation of RdRp-RNA complexes 4.25 h�1 Expt in Fig. 3B-D

kEn Endocytosis 4.8 h�1 Expt in Fig. 2A
khi

Eq Equilibrium constant of high-affinity sites 1.13 · 10�2 site�1 44

klo
Eq Equilibrium constant of low-affinity sites 8.33 · 10�5 site�1 44

kExp NEP binding and nuclear export 1 · 10�6 molecule�1 · h�1 Adjusted to data from reference 2

kFus Fusion with endosomes 3.21 h�1 Expt in Fig. 2A

kImp Nuclear import 6 h�1 5

kRdRp Formation of RdRp complexes 1 molecule�2 · h�1 Rapid complex formation

kRel Virus release 3.7 · 10�3 virions · molecule�1 · h�1 Cell releases 104 virions in 12 h

kC
Syn cRNA synthesis 1.38 h�1 Expt in Fig. 4A and B

kM
Syn mRNA synthesis 2.5 · 10�5 nt · h�1 Expt in Fig. 4A and B

kP
Syn Protein synthesis 64,800 nt · h�1 56

kV
Syn vRNA synthesis 13.86 h�1 Expt in Fig. 4A and B

KVRel Influence of proteins on virus release 10 virions Adjusted

L1 Length of segment 1’s mRNA 2,320 nt 33

L2 Length of segment 2’s mRNA 2,320 nt 33

L3 Length of segment 3’s mRNA 2,211 nt 33

L4 Length of segment 4’s mRNA 1,757 nt 33

L5 Length of segment 5’s mRNA 1,540 nt 33

L6 Length of segment 6’s mRNA 1,392 nt 33

L7 Length of segment 7’s unspliced mRNA 1,005 nt 33

L8 Length of segment 8’s unspliced mRNA 868 nt 33

LV Average length of a vRNA 1,700 nt Based on reference 33

NPRdRP No. of RdRp complexes in a virion 45 molecules · virion�1 33

NPHA No. of HA molecules in a virion 500 molecules · virion�1 33

NPNP No. of NP molecules in a virion 1,000 molecules · virion�1 33

NPNA No. of NA molecules in a virion 100 molecules · virion�1 33

NPM1 No. of M1 molecules in a virion 3,000 molecules · virion�1 33

NPM2 No. of M2 molecules in a virion 40 molecules · virion�1 33

NPNEP No. of NEP molecules in a virion 165 molecules · virion�1 33

NM1
nuc Nucleotides bound by one M1 molecule 200 nt 63

NNEP
Nuc Nucleotides bound by one NEP molecule 1,700 nt Adjusted to data in reference 47

NNP
nuc Nucleotides bound by one NP molecule 24 nt 47
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RNA polymerase II (Pol II) is crucial for viral mRNA synthesis
(reviewed in reference 3). However, to directly regulate the dy-
namics of virus replication, such factors would have to change in
abundance or activity. Otherwise, host factors would provide an
admittedly essential but constant influence while the viral factors
with which they interact exercise control. Indeed, for MCM and
RAF-2p48, such interactions were found with the PA subunit and
NP, respectively (30, 46), which are both prime candidates for
viral regulators. Host factors providing such constant influence
can be omitted from mathematical models. For cellular Pol II, in
contrast, degradation has been reported to occur from 6 hpi on-
wards, and it has been suggested that this contributes to the shut-
down of viral mRNA synthesis (59). We did not implement this
mechanism due to the lack of quantitative data on Pol II dy-
namics. However, it may explain why our model overestimates
the transcription rate at late time points (Fig. 4D). In the same
study, the authors find that the association of Pol II and viral
polymerases peaks 3 hpi and declines thereafter, much like the
amount of synthetically active vRNPs in our model. Based on
these observations, we hypothesize that M1 and NEP binding,
which start 3 hpi, impair the association of viral and cellular
RNA polymerases in preparation for nuclear export. Later in
infection, the degradation of Pol II would then further reduce
the rate of mRNA synthesis.

Our simulations of a complete infection cycle support previous
experimental findings showing that vRNA accumulates through-
out infection (21, 31, 60). Thus, the drain of vRNPs by virus re-
lease does not deplete viral genome copies in the cell. Moreover,
modeling suggests that the same applies for viral proteins. Exper-
imentally, protein synthesis was found to proceed unhindered
even at late times postinfection (26), and for M1, the most abun-
dant component in a virus particle, accumulation in cells was
shown even 24 hpi despite significant virus release (66). Similarly,
strong M1 and NP fluorescence could be detected by flow cytom-
etry at late times postinfection (52). Hence, it seems that the abun-
dance of viral components is sufficient to release more virus par-
ticles, and that other processes constitute a bottleneck. Candidates
could be the formation of a complex containing all eight genome
segments or the transport of vRNPs to the plasma membrane. In
favor of this hypothesis, vRNPs were shown to accumulate in the
perinuclear region around the microtubule-organizing centers at
intermediate times postinfection (2, 14). Furthermore, for late

time points, vRNPs accumulate at the plasma membrane (14),
indicating that budding also is a limiting step.

By using the proposed model to analyze quantitative data on
vRNA and cRNA levels, we estimated that the synthesis rate of
vRNA is 10 times higher than that of cRNA. Previous works
have suggested that vRNA is produced in trans by soluble poly-
merases (27), whereas cRNAs are synthesized in cis by the poly-
merase present in a vRNP (29, 58). It thus is tempting to spec-
ulate that up to 10 soluble polymerases are involved in vRNA
production from one cRNP. Alternatively, structural differ-
ences in the promoter region of vRNAs and cRNAs may influ-
ence the efficiency with which synthesis is initiated (49), affect-
ing this estimate.

In summary, we have developed a quantitative mathematical
model of the influenza virus life cycle. It explicitly accounts for the
stabilization of viral RNAs through their encapsidation by poly-
merases and NP and for the role of M1 and NEP during vRNP
export from the nucleus. Unlike previous approaches, the pro-
posed model structure combines a wide variety of experimental
data sets in a consistent way and captures the time courses and
levels of all three viral RNAs during infection. Hence, the model
provides an ideal basis for studying virus replication and its nu-
merous proposed regulators. Ultimately, such models will allow
us to integrate our current knowledge into a systematic frame-
work and will support the design of new experiments to deepen
our understanding of influenza virus replication and its regula-
tion.

APPENDIX

The parameters used for the simulation of influenza virus replication
(Table A1) and the initial conditions and parameter changes used to fit
experiments and generate figures (Table A2) are provided here.
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