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By combining complex network theory and data mining techniques, we provide objective criteria for
optimization of the functional network representation of generic multivariate time series. In particular, we
propose a method for the principled selection of the threshold value for functional network reconstruction
from raw data, and for proper identification of the network’s indicators that unveil the most discriminative
information on the system for classification purposes. We illustrate our method by analysing networks of
functional brain activity of healthy subjects, and patients suffering from Mild Cognitive Impairment, an
intermediate stage between the expected cognitive decline of normal aging and the more pronounced
decline of dementia. We discuss extensions of the scope of the proposed methodology to network
engineering purposes, and to other data mining tasks.

M
any biological and man-made systems can suitably be endowed with a complex network description,
allowing for the extraction of topological and dynamical information from the pattern of relations
between their constituent elements1,2.

Complex network theory has proved very useful in representing not only systems where interactions have a
physical support (like power grid networks, the Internet or World Wide Web, transportation networks, protein-
protein interaction and metabolic networks, just to make a few examples), but also those other systems lacking
such a support, as, for example, social networks3 or functional brain activity4. In the latter case, a multivariate
data-set can conveniently be mapped into structured networks, where nodes represent individual time series and
links are established based on some metrics assessing a relationship between them. For instance, when studying
brain dynamics, nodes can represent the time series generated by brain activity recorded from individual sensors,
or brain volumes, and links between pairs of them are created if a relationship (e.g., correlation or synchrony) is
detected in the recorded signals5. The generic result is a weighted clique, which needs to be further elaborated to
access meaningful information.

While such a technique has allowed characterizing important features of economic structures and processes6–8,
or functional brain activity in healthy brains4,9,10 and in neurological and psychiatric diseases11–13, the overall
approach is plagued by three elements of arbitrariness. First, there is no objective criterion determining which
metrics ought to be used (out of the great number of available ones) for the quantification of the relationships
among nodes, and the corresponding mapping of data into weighted cliques. Second, the transformation of the
clique into a structured network (the so called functional network) generally requires a thresholding process (that
ultimately leads to an adjacency matrix), and therefore crucially depends on the value of the adopted threshold.
Finally, there is no criterion for establishing which feature, or set of features, of the functional network should be
looked for and taken into account to extract the best information from the original system.

In this paper, we address the latter two issues. By starting from an external classification as ground truth (in our
specific case the association of each network to a healthy status or an illness), we propose the use of the output of a
data mining classification task as a proxy for the relevance of the network representation under study. This yields
criteria for an optimal functional network representation relative to a given problem.

In what follows, we describe the proposed methodology, and present an application to the analysis of networks
corresponding to healthy subjects, and patients suffering from Mild Cognitive Impairment (MCI), an intermedi-
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ate stage between the expected cognitive decline of normal aging and
the more pronounced decline of dementia, and which is considered
as the prodromal stage of Alzheimer14.

Results
In our method, the four steps needed to transform raw data sets into a
functional network representation are (see Fig. 1 Top) (i) creation of
a weighted clique by means of a suitable metric, (ii) transformation of
the clique to a set of structured networks with their corresponding
threshold value, (iii) analysis of the resulting network topologies and
the extraction of a set of features for each of them, and (iv) the
selection of the best threshold and the most significant set of features.
We stress that we do not treat the first element of arbitrariness
sketched above as we take the metrics used to establish the relation-
ships between nodes as given. Nevertheless, an extension of the

proposed methodology to cover this point is straightforward, and
some considerations about this are included in the final discussion.

The initial information includes the raw data to be processed,
composed of n time series for each one of the N subjects under study.
In the standard approach, the output of the analysis is given by N
networks, each composed of n nodes. We also assume prior know-
ledge of the initial labeling of each subject i to two non-overlapping
classes ci 5 {0, 1}. For instance, subjects may be categorized as control
and MCI subjects, or according to any other suitable categories.

Once a weighted clique W is created for each subject by means of a
suitable metric (step (i) in Fig. 1 Top, see Methods section for details
on the data and the adopted metric), the next step involves generat-
ing unweighted networks from it.

Instead of applying a single pre-determined threshold t on W (i.e.
defining an associated adjacency matrix A with elements ai,j 5 1

Figure 1 | Schematic representation of the network reconstruction process, and examples of the obtained functional networks. (Top) Sketch of the four

phases of the reconstruction process. i) Creation of a weighted clique from multivariate time series, by means of some applicable metric;

ii) Transformation of the weighted clique to a set of un-weighted adjacency matrices (representing functional networks) by means of different thresholds;

iii) extraction of a set of features for each network, and calculation of all classification scores; iv) selection of the best threshold to be used in step ii), and of

the best combination of features. (Bottom) Examples of six networks extracted from the MCI data set (see Methods for details). Networks in green (in red)

correspond to healthy (MCI) subjects. The functional networks are those obtained at three different thresholds: (a,d) t 5 0.19 (corresponding to a link

density of 0.05), (b,e) t 5 0.1 (link density 0.2), and (c,f) t 5 0.069 (link density 0.43).
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whenever wi,j . t, and ai,j 5 0 otherwise), we propose the use of a set
of thresholds T 5 {t1, t2, …}, covering the whole range of applicable
thresholds. Therefore, step (ii) yields jTj structured networks for each
of the N subjects, ranging from sparsely to densely connected graphs.
Examples of the resulting networks are sketched in Figure 1 Bottom,
for healthy (in green) and MCI (in red) subjects, and for high (a,d),
intermediate (b,e) and low (c,f) values of the threshold t.

The analysis of the topological properties of the resulting networks
is usually performed by calculating and comparing a specific topo-
logical indicator, often chosen by the investigator based on his/her
own experience. Instead, step (iii) of our procedure involves the
extraction of a large set of measures M from each network, including
the most relevant macro-, meso- and micro-scale topological features
of a complex network (see Methods for the complete list of the
features taken into account). At the end of the third step, the initial
raw data are therefore converted into a large set of measures, specif-
ically into N ? jTj ? jMjmetrics, that represents a wide sample of the
possible analyses that may be performed from a complex network
perspective.

The problem is now that of identifying the optimal threshold and
the subset of metrics that better characterize the system. This prob-
lem is tackled in step (iv) by means of a data mining classification
task. Specifically, for each threshold ti, and for each pair (or triplet) of
metrics, subjects are classified using a Support Vector Machine
(SVM) algorithm (see Methods for details on the classification and
validation tasks); the percentage of subjects correctly classified is
then used as a proxy of the relevance of such threshold and features.

Indeed, if a good classification is achieved, the used network met-
rics represent the structural differences between the two classes of
subjects. Thus, the best classification corresponds to both the best set
of metrics and to the corresponding best threshold.

To demonstrate the validity of the proposed approach, we con-
sider a set of magneto-encephalographic data (MEG), and identify
the features that better differentiate healthy subjects from patients
suffering from MCI. The data set comprises MEG recordings from
N 5 38 subjects (19 MCI patients and 19 healthy controls).
Information about the health status (i.e. the initial classification)
was available through neuropsychological tests (see Methods for
details).

Following the methodology proposed above, for each subject jTj
5 178 networks are created, corresponding to the number of
different thresholds chosen. For each of these networks, jMj 5

72 different structural metrics are calculated. A classification task
is ultimately performed for each pair and triplet of considered
features. Fig. 2 reports the score (the percentage of correctly clas-
sified subjects) for the most representative pair (triplet, in red) of

features, corresponding to each threshold. Specifically, at each
threshold value, we consider the density of links resulting in the
corresponding functional networks, and report the best score
(Figure 2) when adopting pairs (in black) and triplets (in red)
of the measures of Table 1.

Several relevant conclusions can be derived from Figure 2. Firstly,
the best classification rate (95%) is obtained for sufficiently low
threshold values, i.e. including a great quantity of low-correlated
links inside the analysis. Specifically, the maximum score corre-
sponds to including about 40% of the links. Remarkably, the func-
tional brain network literature typically generates networks using a
5% link density4,5. The increase in the number of links included in our
optimization has a major consequence: allowing a better considera-
tion of meso-scale structures (e.g. motifs), whose role is much less
prominent at higher threshold values. As a consequence, the best
classification is always obtained when explicitly including in the pairs
or triplets of considered features the frequency (the Z-score) of a
specific motif.

Secondly, an evaluation of the scores (from Figure 2) for a given
threshold reveals no relevant increase when comparing a two-feature
strategy with a three-feature approach. Therefore, in this particular

Figure 2 | Classification score as a function of the link density. Black

(red) points indicate the best classification score obtained using pairs

(triplets) of features. Best classification results appear at high link density,

i.e., at rather dense networks, indicating that links associated to low

correlations are actually codifying relevant information.

Table 1 | List of the topological features considered in this study

Name of the metric Symbol Normalized Z-Score References

Number of nodes n
Number of links l
Link density d
Maximum degree kmax 3 3

Entropy of the degree distribution Edd 16
Degree correlation r 17
Clustering coefficient C 3 3 1
Mean geodesic distance L 3 3 1
Efficiency E 3 3 18
Small-worldness S 19
Number of connected components ncc 3 3

Size of the giant component sgc 1
Dispersion of component sizes vc 1
Entropy of eigenvector centrality distribution Eec 1
Algebraic connectivity Ca 3 3 1
Motifs of 3 nodes Mi 3 20
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example, one can define a jTj3 jMj3 jMj tensor of scores, where the
first variable is the threshold value, and the following two are a
suitable combination of two measures extracted from the topological
quantities definable on the reconstructed functional network. One
then looks for the highest tensor component.

Thirdly, results corresponding to low link densities are much more
unstable, as demonstrated by the leftmost part of the plot in Figure 2.
Clearly, the addition, or deletion, of a few links has a major effect in
the topology, changing the meaning of all metrics calculated on the
top of it. Therefore, our results invite to reconsider many studies made
in the Literature about functional brain network reconstruction.

We now discuss the relevance and stability of the obtained results.
Figure 3a shows the histogram of the score values obtained at the best
threshold (tbest 5 0.069) for all possible pairs of measures specified in
Table 1 of the Methods section. The Figure clearly shows that the best
score (, 0.95) only occurs for a very specific selection of the pair of
features (namely, the Z –score of Motif 1 and the small-worldness),
whereas a generic choice of a pair of measures leads to a much worse
classification performance, with scores just above random classifica-
tion level. In turn, this demonstrates the ability of the method to
unveil which specific topological information one has to look for
in order to gather the best information on the system under study,
and the best classification capability. This is confirmed by Figure 3b,
where we report the value of the scores obtained when adopting the
individuated best triplet (small-worldness, motif 1 ZScore, and
entropy of centrality distribution) for different values of the thresh-
old t. The classification ability of such a triplet is reflected by very
stable high values of the score within a huge region of link densities
around the optimal one.

Finally, Figure 4 helps visually understanding the power of the
used classification technique. When adopting the best obtained
threshold (t 5 0.069), and the best corresponding pair of topological
features, each patient is then represented by a point in the corres-
ponding plane of values, with green (red) points corresponding to
healthy (MCI) patients.

Discussion
In conclusion, we proposed a method which, for a given (in our case a
supervised classification) task, allows extracting objective criteria for
the selection of the best functional network description of a generic
multivariate data set. The proposed strategy allows identifying both
the best descriptors of a given network, and the best threshold to be

used for functional network reconstruction. The effectiveness of the
proposed approach is also confirmed by the score achieved in the
classification task, close to a 95%.

From the specific functional neuroimaging point of view, our
results show that the best threshold may be very different from those
normally considered in the investigation of functional brain network,
and invite a debate on the significance of the choice of threshold
values.

The method was applied to a biomedical classification task, but its
validity is of absolute generality, as it can be applied to any kind of
raw multivariate time series.

The scope of the proposed methodology is rather broad. For
instance, the method naturally finds applications in the identification
of the best synchronization metric to engineer a network, and can
easily be extended to the case of weighted networks, when consider-
ing the proper set of topological metrics to be analyzed. Furthermore,
the method can be used in conjunction with other data mining tasks,

Figure 3 | Relevance and stability of the classification results. (Left Panel) Histogram of the score values obtained with pairs of features for the best

threshold value (0.069). (Right Panel) Score obtained with the best feature triplet (i.e., small-worldness, motif 1 ZScore, and entropy of centrality

distribution) at different thresholds.

Figure 4 | Classification of MCI and healthy patients. Green (red) points

represent the position in the space of features of healthy (MCI) patients.

The graph depicts the best classification obtained with the selected pair of

features.
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as, for instance, finding the best regression between a network char-
acteristic and an external value, or when performing unsupervised
clustering tasks.

Methods
Magnetoencephalographic data. Magneto-encephalographic (MEG) recordings
from nineteen Mild Cognitive Impairment (MCI) patients and nineteen healthy
volunteers during a modified Sternberg’s letter-probe task were analysed. All subjects
were right-handed elderly volunteers recruited from the Geriatric Unit of the Hospital
Universitario San Carlos, Madrid. The nineteen patients were as multi-domain MCI,
according to the criteria proposed in Ref. 14. Nineteen age-matched, healthy elderly
volunteers, without memory complaints, recruited for a project called Aging with
Health, at the San Carlos Hospital in Madrid consented to participate in the study.
This group undergoes a complete medical revision every year. To avoid possible
differences due to the years of education, patients and controls were chosen so that the
resulting average number of years of education was similar: 10 years for patients and
11 years for controls. Before the MEG recording, all participants or legal
representatives gave informed consent to participate in the study. The study was
approved by the local ethics committee.

Task. Participants were asked to memorize a set of five letters presented on a
computer screen. After the presentation of the five letter set, a series of single letters
(1000 ms in duration with a random ISI between 2–3 s) was presented one at a time,
and the participants were asked to press a button with their right hand when a
member of the previous set was detected. All participants completed a training session
before the actual test, which did not start until the participant demonstrated that
he/she could remember the five letter set. The MEG signal was recorded with a
254 Hz sampling rate, and a band pass filter between 0.5 to 50 Hz; the recording was
performed using 148-channel whole head magnetometer, confined in a magnetically
shielded room (MSR). An environmental noise reduction algorithm using reference
channels at a distance from the MEG sensors was applied to the data. Thereafter,
single trial epochs where visually inspected by an experienced investigator and epochs
containing visible blinks, eye movements or muscular artifacts were excluded from
further analysis. Artifact-free epochs from each channel were then classified into four
different categories according to the subjects performance in the experiments: hits,
false alarms, correct rejections and omissions, of which only hits were considered for
further analysis. 35 1 second-long epochs were randomly chosen from each of
participant.

A correlation matrix C{vij} of size 1483148 was computed for each participant
using the MEG time series. The correlation between each pair of sensors was calcu-
lated by means of a Synchronization Likelihood (SL) algorithm, as proposed in Ref.
15. In-house Fortran code was used to implement the SL algorithm. The SL was
calculated for each of the 35 one-second epochs with 148*147/2 channel pairs and
each subject (19 controls and 18 MCIs).

Complex network metrics used in the classification task. Table 1 reports the list of
the topological indicators used in the study. Specifically, column 1 of the Table reports
the name of the indicator, as it can be found in the Literature on network theory, and
column 2 of the Table indicates the symbol that is commonly used for denoting it. As
for columns 3 and 4 of the Table, they contains a tic in all cases in which the used
values were normalized, or Z-scored. Namely, for each considered network, we
generated an ensemble of 500 random Erdös-Renyi (ER) graphs1, each one of them
with the same number of nodes and links as in the original graph. A tic on column 3
indicates that the value of the indicator used in our computations was normalized to
the corresponding average from the ensemble, while a tic on column 4 indicates that
also the Z-score was considered in our computations (defined as the value of the
indicator calculated on the original network minus the average of the value of the
same indicator on the considered ER ensemble, divided by the standard deviation of
the distribution of the indicator’s value on the ER ensemble). Finally, the fifth column
of the Table reports, when necessary, the Manuscript in the Literature where the full
description and mathematical expression of the specific indicator can be found.

Classification task. The aim of a classification algorithm, also known as supervised
learning, is, given a set of labeled examples, finding a model able to classify new non-
labeled examples, i.e., find a model assigning the label attribute as a function of the rest
of the attributes. In this paper we have chosen Support Vector Machines (SVM)21,24 as
classification technique, which has lead to high performances in real appplications25.

SVMs are non-probabilitic linear binary classifiers21,22. Given a set of training
subjects, each one described by s variables (features) and belonging to one of two
previously known groups, the training phase consists in considering each subject as a
point in a s-dimensional space, and in finding the best hyperplane separating the two
groups. New non-classified subjects are then mapped into that same space and pre-
dicted to belong to a category based on which side of the hyperplane they fall on.

To establish the accuracy of the model, the dataset is divided into training and test
subsets, so that the model is built with the traning set and validated with the test set.
Furthermore, to reduce variability on establising the accuracy, multiple rounds of
cross-validation are performed using different partitions of the dataset. In this case,
and due to the limited size of the data set, we used leave-one-out cross validation,
which involves the use of a single observation from the original sample as validation
data, and the remaining observations as the training data.

Classification was also attempted with other algorithms, including Naive Bayes27

and neural networks23,26 were used, producing qualitatively comparable results.
Nevertheless, a comparison of classification methods is beyond the scope of the
present paper.
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