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Abstract
Due to high noise levels in the voxel kinetics, development of reliable parametric imaging
algorithms remains as one of most active areas in dynamic brain PET imaging, which in the vast
majority of cases involves receptor/transporter studies with reversibly binding tracers. As such, the
focus of this work has been to develop a novel direct 4D parametric image reconstruction scheme
for such tracers. Based on a relative equilibrium (RE) graphical analysis formulation (Zhou et al.,
2009b), we developed a closed-form 4D EM algorithm to directly reconstruct distribution volume
(DV) parametric images within a plasma input model, as well as DV ratio (DVR) images within a
reference tissue model scheme (wherein an initial reconstruction was used to estimate the
reference tissue time-activity-curves). A particular challenge with the direct 4D EM formulation is
that the intercept parameters in graphical (linearized) analysis of reversible tracers (e.g. Logan or
RE analysis) are commonly negative (unlike for irreversible tracers; e.g. using Patlak analysis).
Subsequently, we focused our attention on the AB-EM algorithm, derived by Byrne (1998) to
allow inclusion of prior information about the lower (A) and upper (B) bounds for image values.
We then generalized this algorithm to the 4D EM framework thus allowing negative intercept
parameters. Furthermore, our 4D AB-EM algorithm incorporated, and emphasized the use of
spatially varying lower bounds to achieve enhanced performance. As validation, the means of
parameters estimated from 55 human 11C-raclopride dynamic PET studies were used for extensive
simulations using a mathematical brain phantom. Images were reconstructed using conventional
indirect as well as proposed direct parametric imaging methods. Noise vs. bias quantitative
measurements were performed in various regions of the brain. Direct 4D EM reconstruction
resulted in notable qualitative and quantitative accuracy improvements (over 35% noise reduction,
with matched bias, in both plasma and reference-tissue input models). Similar improvements were
also observed in the coefficient of variation (COV) of the estimated DV and DVR values even for
relatively low uptake cortical regions, suggesting the enhanced ability for robust parameter
estimation. The method was also tested on a 90-minute 11C- raclopride patient study performed on
the high resolution research tomograph (HRRT) wherein the proposed method was shown across a
variety of regions to outperform the conventional method in the sense that for a given DVR value
improved noise levels were observed.
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1. Introduction
Dynamic PET imaging offers the very notable capability to measure changes in the
biodistribution of radiopharmaceuticals within the organs(s) of interest over time. This, in
turn, offers very useful information about underlying physiological and biochemical
processes, as commonly extracted using various kinetic modeling techniques (Bentourkia
and Zaidi, 2007). The conventional approach to dynamic PET imaging involves independent
reconstruction of individual dynamic frames followed by kinetic parameter estimation as
applied to the reconstructed images (Rahmim and Zaidi, 2008). This approach, however, can
result in the generation of very noisy images as the reconstruction of a given dynamic frame
does not utilize information from any other frame.

The emerging field of spatiotemporal four-dimensional (4D) PET image reconstruction
seeks to move beyond the conventional scheme, and as a result obtains improved noise
levels for a given temporal sampling scheme (thus achieving enhanced noise vs. temporal
resolution trade-off performance). As reviewed in (Rahmim et al., 2009a), various 4D PET
reconstruction approaches have been described in the literature. These include techniques
that utilize (a) iterative temporal smoothing (Walledge et al., 2004; Lee et al., 2005;
Kadrmas and Gullberg, 2001; Reader et al., 2006a), (b) smooth temporal basis functions
(Meikle et al., 1998; Nichols et al., 2002; Li et al., 2007; Verhaeghe et al., 2007; Matthews
et al., 1997; Reader et al., 2006c; Reader et al., 2006b), (c) principal components
transformation of the dynamic data (Wernick et al., 1999; Narayanan et al., 1999b), (d)
wavelet-based techniques (Verhaeghe et al., 2008), and (e) direct kinetic parameter
estimation methods; e.g. (Snyder, 1984; Carson and Lange, 1985; Zeng et al., 1995; Chiao et
al., 1994; Kamasak et al., 2005; Yan et al., 2008; Wang and Qi, 2008).

The methods in the last category (direct parameter estimation), also reviewed by Tsoumpas
et al. (2008b), have the additional advantage that they are able to directly model the Poisson
noise distribution in the projection space (avoiding the difficult task of estimating image-
space noise correlations: in fact, a common shortcut continues to be to merely neglect or
oversimplify space-dependent noise variance and inter-voxel correlations in the
reconstructed images). In the context of graphical (linearized) modeling methods, the Patlak
model has been employed to develop direct parametric imaging algorithms (Wang et al.,
2008; Tsoumpas et al., 2008a; Tang et al., 2010). These approaches however have been
applicable to tracers modeled as effectively irreversibly bound (e.g. 18F-FDG, 18F-FDOPA).

Nonetheless, the most active area in brain PET ligand development and imaging continues
to involve receptor/transporter studies involving reversible binding. The focus of the present
work is therefore to develop a direct 4D parametric image estimation scheme applicable to
reversibly bound tracers. Furthermore, while previous works in the area of 4D imaging have
been primarily limited to plasma input models (Tsoumpas et al., 2008b; Rahmim et al.,
2009a), we seek to additionally develop a reference tissue model scheme within 4D image
reconstruction. Our approach, as elaborated in section 2, consisted of utilizing the relative
equilibrium (RE) graphical analysis formulation (Zhou et al., 2009b), coupled with a
proposed generalization of the AB-EM algorithm (Byrne, 1998) within the 4D
reconstruction context, allowing the modeling of negative intercept parameters in graphical
(linearized) analysis of reversible tracers. Section 3 describes the experimental design used
to validate our methodology, with results presented in section 4, followed by discussion and
conclusion in sections 5 and 6.
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2. Reversible-binding 4D parametric imaging
The standard Logan graphical formulation (Logan et al., 1990) to estimate the tissue
distribution volume (DV) for reversibly bound tracers can be written as:

(1)

where DVj and  are the slope and intercept parameters at a voxel j, and Cp and Cj are the
plasma and target tissue tracer concentrations, respectively, which are sampled at a discrete
number of times t, in accordance with the imaging protocol. However, the Logan method is
known to result in a noise-induced negative bias in the estimates of DV (Abi-Dargham et al.,
2000; Slifstein and Laruelle, 2000; Logan et al., 2001; Wallius et al., 2007; Gunn et al.,
2002; Fujimura et al., 2006). This is related to the fact that this formulation involves a
complex dependence on the concentration term Cj(t), which for our purposes would also
much complicate the 4D reconstruction formulation. Instead, we have based our work on a
graphical formulation by Zhou et al. (2009b) that does not exhibit the aforementioned noise-
induced bias due to very favorable linear properties. The authors have shown that for a
system reaching relative equilibrium (RE) with respect to the plasma input at times t≥t*, the
following expression, referred to as the RE model, is valid (also see discussion in Sec. 5.3):

(2)

This new formulation has the advantage of being linear in , which we exploit in
our direct 4D reconstruction formulation.

2.1. The direct 4D framework
A general potential approach to direct 4D parametric image reconstruction is to utilize
numerical methods to optimize a 4D objective function that relates the slope and intercept
parametric images to the dynamic datasets: this approach was for instance pursued by Wang
et al. (2008) in the context of irreversible binding imaging using the Patlak model, and it
may also be extended to formulation (2). Using the method of optimization transfer (see
Lange et al. (2000) for an overall review), Wang and Qi attempted to further ease and
enhance the numerical optimization problem (via use of alternative surrogate functions to be
optimized) in the context of direct parametric imaging for linear (2010) and non-linear
(2009) problems. In the past, we have also used numerical optimization methods for direct
parametric imaging, particularly in the context of myocardial perfusion PET imaging (Tang
et al., 2011; Rahmim et al., 2011). At the same time, our priority has been to seek closed-
form iterative algorithms (where possible), similar to the commonly used OSEM algorithm,
in order to enable more feasible and robust implementations in routine clinical/research
imaging applications. An example of this was the closed-form 4D EM algorithm as applied
to irreversible binding imaging (Tang et al., 2010).

2.1.1. A notable challenge—For our purposes, an important complication is present:
while in irreversible Patlak modeling the intercept term is positive, in both the Logan and
RE formulations, the intercept term is commonly negative (Logan, 2000; Zhou et al.,
2009b). This poses a problem because in deriving the abovementioned closed-form 4D EM
solution, one utilizes the contributions of each slope and intercept element to the data
elements as the unobservable complete-data space (Tang et al., 2010), inherently assuming
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non-negative slope and intercept values: this is analogous to the scheme for the standard 2D/
3D EM algorithm wherein the derivation assumes that the contributions of each voxel
element are non-negative.

As a solution to this problem (see also discussion in section 5.1), we developed a
generalized formulation of the AB-MLEM algorithm in the 4D context, as outlined next.
Originally, developed by Byrne (1998), the AB-MLEM is an extension of the standard
MLEM (maximum likelihood expectation maximization) scheme, hereby referred to as EM
only, allowing the inclusion of prior information about the lower and upper bounds for
image values (A and B in AB-EM stand for these bounds). Erlandsson et al. (2000) used the
AB-EM algorithm with A<0 in order to allow for negative image values in low-statistic
dynamic SPECT images. Interestingly, this algorithm (A<0) was used by Narayanan et al.
(1999a) in the 4D reconstruction of cardiac gated SPECT images, though in an entirely
different context after application of the Karhunen–Loeve (KL) transform to the dynamic
images, resulting in decorrelated KL-domain vectors/images which were then individually
reconstructed (i.e. in the 3D sense) using AB-EM accounting for negative values in the KL
space. Recently, Verhaeghe and Reader (2010) elaborately studied application of the AB-
EM algorithm to image reconstruction, including for the task of parameter estimation,
though again the algorithm itself was applied at the stage of individual 3D image
reconstruction. The authors also compared the performance of the AB-EM algorithm with an
alternative algorithm allowing negative values in reconstructed images, namely the NEG-
ML algorithm, as developed by Nuyts et al. (2002) (this algorithm uses a modified EM
update step by introducing an alternative preconditioner which allows negative image
values). It was demonstrated that the AB-EM algorithm outperformed the NEG-ML
approach.

In the present work we generalized the AB-EM algorithm by incorporating it within a 4D
EM framework. Our formulation also allowed, and emphasized the importance of including
spatially varying bounds (as also predicted in the original derivation by Byrne (1998)).

First, denoting fk as the estimated image vector at the kth update, y as the measured
projection vector, P as the system matrix, and using lower and higher bound vectors a and b
(that may vary from voxel to voxel), the standard AB-EM can be written as follows:

(3)

where

(4)

(5)

We make the observation (Rahmim et al., 2005) that by considering a negative lower bound
only, i.e. taking the limit b→+∞, then: (i) Bk → b in (5), and (ii) Ak becomes negligible
compared to Bk; and therefore, (3) can be considerably simplified to:
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(6)

2.1.2. Direct 4D reconstruction using the plasma input model—Using (2), we see

that the cumulated image intensity  at a voxel j and a frame n with end time tn (n=1…N)
can be written as:

(7)

where  and . Then, based on the 3D system matrix relation gn =
Pxn relating the cumulated activity xn in each frame n to the measured cumulated data gn

using the system matrix P, we propose to build the 4D relation G = P ̄D where we have
defined:

(8)

We emphasize that to construct the cumulated data G, frame-dependent decay and deadtime
corrections must be applied to each frame data yn prior to summation to generate each
cumulated vector gn.

Then, making use of an alternative hidden complete-data EM formulation based on the
parametric images, as elaborated in (Tang et al., 2010), but this time including a spatially-
variant negative lower bound vector a for the intercept parameter only (while setting a
standard lower bound of zero for the slope parameter), one arrives at the iterative update
algorithm:

(9)

(10)

where

(11)

Additional modeling of normalization, attenuation, scatter and randoms contributions are
discussed in Sec. 2.2.

2.1.3. Direct 4D reconstruction using the reference tissue model—The above
iterative scheme allows direct estimation of the parametric DV image from the data. For a
standard two-tissue compartment model (figure 1), the DV is given by

, where  is the binding potential related to the ratio at
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equilibrium of specifically bound radio ligand to that of nondisplaceable (ND) radio ligand
in tissue (Innis et al., 2007). Asuming the existence of a reference region with no specific

tracer binding (i.e. k3 ~ 0), and also assuming that it has a similar  ratio as
the K1/k2 value for the target region, it follows that the distribution volume ratio (DVR)
calculated as DVtarget/DVref produces 1+BPND, thus allowing estimation of BPND.

Such an approach, however, still requires the invasive approach of plasma input sampling.
An alternative non-invasive approach is to merge the dual application of the kinetic model
involving the target and reference tissues into a single graphical model: it has been shown
(Zhou et al., 2009b; Topping et al., 2010) that for a reference tissue Cref that is also in
relative equilibrium with respect to the plasma input after a time t≥t*, one arrives at:

(12)

where we note that the slope parameter is now the DVR. We emphasize that the relation
DVR=1+BPND is only correct if the reference region has no specific binding, the non-
specific binding in the reference and target region are the same, and the target region can be
described by a two-tissue compartmental model. Based on (12), we are then able to derive
an iterative 4D algorithm very similar to (9–11), by replacing  and  with

 and  where tn represents the time at the end of a given
frame n.

An approach we implemented in this work was to estimate  (the accumulated reference
tissue activity up to the end of frame n; time tn) from conventional reconstruction of the
dynamic images. In the present work, the cerebellum was used as the reference region for

the simulated and patient raclopride PET studies (Sec. 3). Furthermore, to estimate  at
the end of a given frame n (time tn), we used the trapezoidal approximation:

(13)

This equation assumes that tn is the mid-point between tn−1 and tn+1, yet can be easily
generalized if that is not the case. Following this, the 4D iterative technique can be applied
in the context of the reference tissue model to generate DVR parametric imaging, from
which the binding potential at each voxel can be calculated as BPND = DVR − 1.

2.1.4. Image initialization and the lower bound—In the proposed 4D AB-EM
algorithm, it was found that initialization of the slope and intercept parameters as well as
selection of the lower bound noticeably impacted the quantitative performance, and as such,
we attempted to optimize algorithm performance. We defer discussion of details to Sec. 4: in
Sec. 4.1, and in figures 2–4, we provide quantitative comparison of the AB-EM algorithm
making use of lower bounds set as a=αBtrue using a variety of α values. This provides
insight as to the strong dependence of algorithm performance on the lower bounds,
furthermore motivating the use of spatially varying lower constraint.

At the same time, the parametric image Btrue is not known in practice, and the lower bounds
need to be somehow determined. Our approach consisted of initializing the parametric slope
DVold and intercept Bold images (in Eq. (9–10)) using parameters DVest and Best as
estimated by conventional (indirect) kinetic analysis of dynamic images obtained after a
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particular number of iterative image updates. Then, to set the vector of spatially-varying
lower bounds a, we alternatively defined α such that a=αBest (also recalling that the lower
bound was set to 0 for the slope parameter). If Best happened to be positive due to presence
of noise, a lower bound of 0 was instead selected (i.e. a=α min(Best,0)). This approach was
similarly applied to the reference tissue model. Optimization of the lower bound a and the
IUN is presented in Sec. 4.2.3.

2.2. Additional corrections
It is also possible to incorporate corrections for normalization, attenuation, randoms and
scatter terms within the proposed 4D-EM framework. Decomposing the system matrix as
P=ANG where G denotes the geometric component, and the diagonal matrices A and N
represent the attenuation and normalization factors, respectively, (9–11) can then take the
following form:

(14)

(15)

where 1 is a vector of all ones, and

(16)

The system matrix can be further modified to incorporate resolution modeling, including the
effects of inter-crystal scattering and penetration and/or positron range (e.g. see (Reader et
al., 2002; Panin et al., 2006; Rahmim et al., 2008b)), though not explored in this work.

To model randoms and scatter contributions, a straightforward approach is to do so very
similar to the conventional ordinary Poisson (OP) EM algorithm by modifying (16) to:

(17)

where Rn and Sn represent the total randoms and scatter contributions in each cumulated
dataset gn, which can be estimated based on conventional analysis of individual dynamic
frames (with each frame corrected for frame-dependent decay and deadtime effects)
followed by summation for a given cumulated frame n.

3. Experimental design
3.1. Simulations

A 2-tissue compartmental model was used to simulate dynamic PET studies with reversible
binding. For a given plasma input curve Cp(t), as well as nondisplaceable (free+non-
specifically-bound) CND(t) and specifically-bound CB(t) compartments, as seen in figure 1,
and the four standard rate parameters K1 (ml/min/g), k2 (1/min), k3 (1/min) and k4 (1/min),
the kinetics are described by:

(18)
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(19)

Denoting Vp (ml/g) as the fractional plasma volume in tissue, the measured total
radioactivity C(t) is given by:

(20)

Solution of (18) and (19), and combination with (20), yields the following expression:

(21)

where * denotes the convolution operation, and

(22)

We emphasize that the abovementioned equations are included to accurately simulate a two-
tissue compartment model based on individual rate parameters, while the graphical models
(2) and (12) aim to estimate DV and DVR values, as opposed to individual rate parameters,
in order to provide more robust estimates.

For our simulations, we made use of 55 11C-raclopride dynamic PET human scans, from
which mean K1, k2, k3 and k4 rate constants were generated for multiple regions across the
brain. The four kinetic parameters were estimated by fitting the two-tissue compartment
model to the measured region-of-interest (ROI) time-activity-curves (TACs) with the ratio
K1/k2 constrained to the DV of the cerebellum (reference tissue) for target ROIs. The
Marquardt algorithm (Marquardt, 1963) was used for nonlinear fitting with VP fixed at 0.03.

We then used Eq. (21) to simulate the brain kinetics for each region, and subsequently
created a set of dynamic images making use of a mathematical brain phantom (Rahmim et
al., 2008a) and an acquisition protocol of 4×15 sec, 4×30 sec, 3×1 min, 2×2 min, 5×4 min
and 7×5 min. We then performed analytic simulations of all frames to generate dynamic
datasets, including multiple realistic noise realizations, followed by reconstruction. Times t
in Eq. (2) used for both indirect and direct parametric estimation were 45 min, 50 min, 55
min, 60 min and 65 min, while integrating from t=0; i.e. utilizing all data from 0–65 min.

3.1.1. Idealized imaging—At first, a much simplified simulation scenario was
considered, wherein 1-to-1 mapping between image voxels and projection bins was
considered: by initially omitting the tomographic reconstruction problem itself (i.e. setting
the system matrix Pij=δij), we sought to quantify the ability of the proposed AB-EM
algorithm (9–11) to separate slope (DV) and intercept (B) contributions in (2). This
approach provided an effective initial study to better understand and quantify convergence,
noise and bias properties, given different lower bounds in the AB-EM algorithm (100 noise
realizations were simulated and up to 1000 iterative updates were applied to each noise
realization).

3.1.2. Tomographic imaging—Subsequently, we performed analytic PET simulations
for the geometry of the Discovery RX PET/CT scanner (Kemp et al., 2006), except with the
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transaxial dimensions (crystal dimensions and field of view) scaled by 0.5 to simulate a
dedicated brain scanner. Decay, normalization and attenuation effects were taken into
account, while these simulations did not include deadtime, randoms or scattered events (by
contrast, the patient study in Sec. 3.2 included additional presence of, and corrections for
deadtime, randoms and scattered events).

The data were reconstructed for up to 210 updates (10 iterations; 21 subsets) for both the
plasma input and reference tissue models. For the latter, TACs for the cerebellum obtained
using conventional reconstruction were used as reference. Indirect parametric imaging was
performed by integrating frames first followed by reconstruction (at the same time, this was
carefully validated to give very similar quantitative (though more efficient) performance
compared to the common approach of reconstructing individual frames followed by
integration of images). The indirect approach was then compared with the proposed direct
4D methods for both the plasma input and reference tissue models (25 noise realization were
simulated).

3.1.3. Figures of Merit (FOMs)—We studied eleven ROIs, namely the cerebellum,
caudate, putamen, cingulate Cx (cortex), occipital Cx, orbitofrontal Cx, parietal Cx, frontal
Cx, temporal Cx, thalamus and brain stem (with volumes of 211, 16.5, 5.95, 25.5, 176, 334,
38.1, 190, 204, 22.2 and 41.7 cc, respectively). For reconstructions using multiple noise
realizations, the normalized standard deviation (NSDROI) for each ROI was defined as:

(23)

where  is the DV or DVR parametric value at a voxel j (j=1…MROI) of the specified ROI

at noise realization n (n=1…N), and  is the ensemble mean value in voxel j,

and  is the overall mean ROI value.

Next, the regional bias (BiasROI) for a given ROI of known uniform parametric value 
was defined as:

(24)

Furthermore, denoting  as the mean regional DV or DVR value for a
given noise realization n, the standard deviation (STDROI) of these values across multiple
noise realizations was included as an alternative definition of noise:

(25)

with the coefficient of variation (COVROI) given by:
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(26)

The difference between (23) and (26) is that the former first quantifies variations of a given
voxel intensity across different noise realizations, followed by averaging across each ROI,
while the latter first averages the parameter of interest across each ROI followed by
measurement of variation.

Overall FOMs: To quantify NSDoverall as well as COVoverall against Biasoverall for the
entire image (in order to allow an overall assessment of quantitative performance), NSDROI,
COVROI and BiasROI values for the ROIs (r=1…R) were averaged, weighted by the size
(number of voxels MROI) for each ROI.

3.2. Application to patient study
We considered application of the proposed method on the second generation high resolution
research tomograph (HRRT) (Sossi et al., 2005). We modified the existing HRRT
reconstruction code to enable both: (i) standard kinetic modeling after each iteration through
independent reconstruction of the dynamic frames (conventional method) as well as (ii) the
proposed 4D direct parametric image reconstruction. In addition to corrections for
attenuation and normalization, corrections for randoms and scatter events were also
performed (see Sec. 2.2). The randoms and scatter contributions to each data frame were
estimated using the singles rate method and the standard single scatter simulation,
respectively, for the HRRT scanner (Rahmim et al., 2005).

A 11C- raclopride PET study on a 29 year-old male subject was considered. The reference
tissue model (Sec. 2.1.3) was applied for 0–60 min, while four end-times t (45, 50, 55 and
60 min) were considered in (12). The cerebellum TACs were used as reference and were
estimated using conventional OSEM reconstructions. Up to fifteen iterations (16 subsets
each) of both conventional indirect and proposed 4D direct methods were studied. As also
described in Sec. 3.1.2, indirect parametric imaging was performed by integrating frames
first followed by reconstruction (though validated to give very similar quantitative
performance compared to the common approach of reconstructing individual frames
followed by integration of images).

FOMs: Since the true DVR values are not known, BiasROI could not be quantified as was
done above for simulations. Furthermore, NSDROI and COVROI as defined above for
multiple noise realizations were not invoked. Instead, we plotted NoiseROI vs. DVRROI for a
variety of ROIs (each delineated using co-registered MRI image), where NoiseROI was
defined as the spatial variation of voxel intensities within each ROI. This approach would
allow one to compare noise performance for indirect vs. direct methods, given similarly
obtained values of DVR.

4. Results
4.1. Idealized simulation

As discussed in Sec. 3.1.1, a simplified imaging scenario involving 1-to-1 mapping between
image voxels and projection data was first considered. This provided an effective initial
scheme for preliminary study of the properties of the proposed AB-EM algorithm in its
ability to separate slope (DV) and intercept (B) contributions in (2). In particular, the figures
below depict simulations for the putamen (Btrue=−40.0 and DVtrue=1.4) where we imposed a
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wide of range of lower bounds in the AB-EM reconstruction algorithm (10). Defining the
fractional parameter α such that the lower bound a was set as a=αBtrue, figure 2 depcits
convergence properties for a range of α values. It is seen that for α values below 1 (i.e. the
negative lower bound a being closer to zero than Btrue), the algorithm converges (plateaus)
to incorrect values. When α is close to one, the convergence was seen to be very slow
towards the correct values. By analogy, this is similar to the slow convergence rates
observed (Erlandsson et al., 2000; Verhaeghe and Reader, 2010) in standard AB-EM
applications for a cold region if the lower bound is set to 0 or only slightly negative. By
contrast, there are alternative α values (~6) where convergence is considerably enhanced.
Setting α to too high was also seen to slow down the convergence rates. This is attributed to
the fact that while the AB-EM algorithm can be shown to converge to the true solution in the
noise free case (Byrne, 1998), in the presence of noise, it is in reality an approximation to
the EM algorithm, wherein it is assumed that it is the data adjusted by projections of the
bounds that are Poisson distributed (i.e. y-Pa in (6) or  in (9–10)), and therefore
using a lower bound of substantially large magnitude can exhibit adverse convergence
properties.

To better comprehend the results in figure 2, figure 3 depicts plots of B and DV values for
the individual 100 noise realizations (after 1000 iterative updates). Given Btrue=−40.0 and α
values of 0.1 and 0.5 (i.e. lower bounds a of −4.0 and −20.0, respectively), it is seen that the
B estimates have converged towards the lower bounds, as they are not able to further
approach Btrue. This bias in the B estimates in turns translates itself into biases in the DV
estimates in order to compensate for the observed mismatch for B values. Furthermore, we
see that as the lower bound further decreases, the bias is reduced but noise levels increase, as
also observed in previous studies on 3D reconstruction (Erlandsson et al., 2000; Verhaeghe
and Reader, 2010).

Figure 4 depicts noise vs. bias plots for the wide range of α values. It is seen, consistent with
above figure, that for α values of 0.1 and 0.5, the noise levels are considerably low, but this
is at the expense of bias levels stagnating, and not further improving, after some iterations.
For α values increasing from 1 onwards it is seen that noise vs. bias performance is further
degraded. This is because even though convergence is improved with increasing α values
(figure 2), noise levels are also further amplified, and subsequently, noise vs. bias
performance is actually seen to degrade (ultimately, the criteria to use for optimization is
task-based, and can vary, as discussed in Sec. 5.2).

Furthermore, we note that both bias and noise levels in figure 4 are substantially lower,
percentage-wise, for the slope parameter compared to the intercept parameter (as seen by
comparing the scale of the axes): this is a favourable property because it is the slope
parameter that is of direct interest in parametric imaging.

Finally, we note that the abovementioned studies depict that for optimum performance one
must use a general AB-EM formulation wherein the lower bounds are spatially variant and
in tune with the values of the intercept parameter at each given position (this is further
discussed in Sec. 4.2.3).

4.2. Tomographic simulation
As discussed in Sec. 3.1.2, we also performed extensive PET simulation studies. It was
found (see Sec. 2.1.4) that two factors contributed significantly to 4D algorithm
performance: initialization (using standard EM followed by modelling at a particular
iteration) as well as how the lower bound a was set. We elaborate upon the optimization in
Sec. 4.2.3. Below we first discuss comparison of standard indirect versus proposed 4D direct
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methods when applied to the plasma input (Sec. 4.2.1) and reference tissue (Sec. 4.2.2)
models.

4.2.1. Results for the plasma input model—Figure 5 shows typical reconstructed
images for indirect and proposed direct parametric imaging methods, with increasing EM
iterations from left to right. It is seen that while the standard EM approach results in noisy
images, this trend is more controlled and qualitatively improved for the proposed 4D
method.

To provide quantitative analysis, figure 6 depicts plots of overall NSD vs. overall bias (as
defined in Sec. 3.1.3) for the various parametric DV images shown in figure 5. In addition,
figure 7 plots NSDROI vs. BiasROI for 11 individual regions of the brain (cerebellum,
caudate, putamen, cingulate Cx (cortex), occipital Cx, orbitofrontal Cx, parietal Cx, frontal
Cx, temporal Cx, thalamus and brain stem). It is clearly seen that the proposed direct 4D EM
reconstruction results in substantial quantitative accuracy improvements.

As also discussed in Sec. 3.1.3, we also performed analysis of COV (as an alternative
measure of noise) vs. bias. The trade-off curves shown in figure 8 for the estimated DV
parametric images demonstrate substantial quantitative improvements for the proposed
method, as also demonstrated in figure 6 (trade-off curves for individual regions, not shown,
also showed similar improvements). The scale of COV values in figure 8 are smaller than
NSD values in figure 6, because COV analysis calculates standard deviation of ROIs
averaged values across multiple noise realization which are much less sensitive to noise than
NSD calculation which performs noise analysis for individual voxels, followed by averaging
across the ROIs (see discussion following Eq. (26)).

We also wish to note that in actual patient test-retest studies, issues of variability in
radiotracer uptake as well as ROI delineation between patient scans further degrade
reproducibility in parametric estimates (not simulated here). Moreoever, we note that ROI
definitions in the present simulations, based on the known true images, extended across the
entirety of each region. By using smaller ROI definitions (avoiding the edges), estimated
COV values were seen to further increase, though similar overall performances were
observed.

4.2.2. Results for the reference tissue model—The abovementioned quantitative
analysis was also performed on parametric DVR images obtained using the reference tissue
model (Sec. 2.1.2), with the cerebellum used as reference. For DVR images obtained using
indirect and proposed direct methods, figure 9 shows NSDROI vs. BiasROI as generated
using increasing iterations, demonstrating quantitative improvements for the direct 4D
method (similar to the results for the plasma input model in figures 6 and 7). Furthermore, as
in figure 8, COV vs. Bias plots were also seen to depict quantitative improvements in noise
vs. bias performance (not shown). It is worth noting that in conventional imaging, variability
of DVR (and therefore BPND=DVR−1) estimates is too high for the relatively low uptake
BPND regions of cortical grey and thalamus, and are typically not reliable. The proposed
approach is thus seen to increase feasibility of imaging low BPND images.

4.2.3. Parameter optimization for the direct 4D method—As discussed in Sec.
2.1.4, image initialization as well as definition of the lower bound vector a noticeably
impacted algorithm performance. We utilized an approach wherein initial estimates of the
slope DVest and intercept Best parameters were obtained by conventional parametric
imaging, as applied to dynamic images obtained after a certain number of iterations: this
number is referred to as the initialized update number (IUN); for instance IUN=21 indicates
that the initial estimates were obtained using kinetic analysis of dynamic images
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reconstructed after 21 updates (which happens to be a full iteration because each iteration
consists of 21 subsets). Furthermore, as mentioned in Sec. 2.1.4, to set the lower bound a,
we defined α such that a= α min(Best,0)).

Figure 10 depicts quantitative performance for the plasma input model for a range of (left) α
and (right) IUN values. In the plots at (left), similar to figure 4, it was seen that optimum
noise vs. bias performance was obtained using α values close to 1 (though, setting α exactly
equal to 1 was avoided to prevent stagnation of updates in Eq. (9): this is because for
negative Best values, if α=1 then Bold−a= Best−a=0 in (9) and thus B values do not
subsequently update; by analogy, this is equivalent to initializing image estimates in the
standard EM algorithm to zero, which would then fail to change in subsequent updates).

In figure 10 (right), IUN optimization by comparing the various 4D EM trade-off curves was
less straightforward, and IUN=21 was ultimately selected as optimum; nonetheless one sees
that all initializations shown outperformed the conventional scheme. At the same time, we
observed that setting IUN to smaller values resulted in sub-optimal trade-off performance
curves (not shown).

4.3. Application to HRRT patient study
We then applied the proposed reference tissue model to a 11C- raclopride patient study on
the HRRT scanner (elaborated in Sec. 3.2). To provide a visual/qualitative comparison,
figure 11 plots images of increasing iterations for the conventional indirect as well as
proposed 4D direct parametric imaging techniques, depicting relatively reduced noise levels
as a function of iteration.

To additionally compare the images quantitatively (see Sec. 3.2), figure 12 depicts NoiseROI
vs. DVRROI plots generated by increasing iterations, for thirteen regions of: cerebellum as
well as both left (L) and right (R) anterior putamen, posterior putamen, anterior caudate
nucleus, posterior caudate nucleus, thalamus and ventral striatum. Across these ROIs, the
proposed 4D method is seen to generally outperform the conventional method in the sense
that for a given DVR value, improved noise levels are observed.

Our future work consists of application to a large pool of patients scanned on the HRRT
scanner: we will explore whether the proposed direct 4D AB-EM reconstruction will
produce parameter estimates with enhanced quantitative accuracy, including enhanced
separability between patients vs. healthy control subjects, as well as improved consistency
within healthy controls.

5. Discussion
5.1. Sign-constraint considerations

In order to address the challenge of the intercept parameters being commonly negative in
reversible binding graphical analysis (Sec. 2.1.1), our initial preliminary work (Rahmim et
al., 2009b) instead proposed the following approach: Eq. (2) can be subtracted by its own
counterpart where time t is replaced by an earlier time t0 (at which the RE condition is also
valid) to yield:

(27)

Now, defining:
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(28)

and given that at late times t>t0 (away from the initial uptake phase), the plasma input
function tends to decrease as a function of time, i.e. ΔCp (t, t0) < 0, one may re-write (27)
as:

(29)

Now, both terms in the brackets are non-negative, and as such, the 4D EM algorithm
(without the AB modification) can be applied to this equation. In fact, the time-limited RE
formulation (27), or its Logan counterpart, may at first suggest the possibility to not require
scanning the subjects at early times prior to t0. However, an important observation is that
(27) is only equivalent to (2) in the ideal noise-free scenario, and that in fact it can perform
very poorly in the presence of noise, as it neglects data prior to t0. This is depicted in figure
13 wherein application of indirect kinetic analysis to the subject HRRT PET data (Sec. 3.2)
using models (2) vs. (27) demonstrated vivid quantitative degradations for the latter.

By contrast, the 4D AB-EM technique formulated in the present work, as elaborated in Sec.
2, provides an effective solution to the abovementioned sign-constraint consideration, and
has been shown to outperform indirect parametric imaging involving the more appropriate
formulation (2) wherein the entire dataset is considered.

5.2. Quantitative analysis methods
Convergence rates (as studied in figures 2 and 3) may be used as a quantitative criterion for
algorithm optimization and evaluation. At the same time, the techniques studies in the
present work were primarily optimized and evaluated using quantitative dual-metric noise
vs. bias trade-off curve analysis (figures 4–10). We prefer the latter because of additional
consideration of noise properties. Some authors (e.g. (Verhaeghe and Reader, 2010)) have
instead utilized the root mean square error (RMSE), a single metric that essentially
combines, and equally weights, the noise and bias metrics. Nonetheless, it is important to
note that, ultimately, image quality optimization and assessment is best performed in the
context of the particular task of interest (Barrett and Myers, 2004), e.g. (a) lesion detection,
(b) lesion discrimination (e.g. whether a tumor is cystic or has a necrotic center), or (c)
quantification of BPND differences between subject populations in particular ROIs. As such,
unequal emphases on noise vs. bias metrics may be imposed depending on task (e.g. lesion
detection tasks tend to prefer lower noise levels compared to discrimination tasks (Tsui et
al., 1983; Tsui, 1978)). In fact, dual metric noise vs. bias analysis can be viewed as a robust
and reliable initial validation phase towards task-based assessment of image quality (Lee
and Tsui, 2009a, b) having the ability to narrow down the range of parameters to be studied
in subsequent observer studies.

5.3. Applicability to different tracers
The RE formulation (2) is applicable to tracers with reversible binding which attain relative
equilibrium with respect to the plasma input at a time t≥ t* within the scan period. This
includes tracers such as [11C]PIB (Zhou et al., 2009a) and [11C]raclopride (Zhou et al.,
2009b). At the same time, a number of other tracers (e.g. [11C]WIN35,428 and 10
[11C]MDL100,907) do not follow such kinetics. In (Zhou et al., 2010), it was shown that
another linear formulation is still possible, namely by decomposing the problem into two
components: (1) the RE component as estimated using the abovementioned RE formulation,
and (2) the non-RE component that can be estimated by the Patlak linear model. In fact, the
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Patlak model has already been incorporated within direct 4D parameter estimation (Wang et
al., 2008; Tsoumpas et al., 2008a; Tang et al., 2010). It is therefore possible, as we shall
investigate, to combine the abovementioned RE and Patlak 4D parametric imaging
algorithms to arrive at a more general and comprehensive 4D model applicable to a wide
range of tracers.

5.4. Other issues

Reference tissue TAC estimation: We wish to note that the TAC of the reference tissue
(cerebellum) as incorporated within our proposed direct parametric imaging is itself
obtained using an initial reconstruction, and as such, may be affected by limitations of
conventional reconstruction (nonnegligible bias and noise). At the same time, we emphasize
that: (i) by utilizing a large ROI in the cerebellum, as we have done, the effect of noise can
be significantly reduced. Furthermore, (ii) the effect of bias in the reference tissue TAC
impacts both conventional and proposed reconstruction methods, and as we clearly observe
in this work, the proposed method, given its comprehensive 4D imaging model, still results
in enhanced quantitative performance. At the same time, it is plausible that the use of
methods that simultaneously estimate the input function and kinetic parameters within a 4D
framework (Reader et al., 2007) could lead to further enhanced performance.

Weighting: Parameter estimation in indirect kinetic analysis of PET data, as implemented in
our work, did not include weighted regression, as was also the case in the original work by
Zhou et al. (2009b). This is because unlike non-linear kinetic modeling methods which
include widely varying statistics amongst the image sets being analyzed, the present analysis
is in the domain of linear graphical modeling and only involves cumulated frames with end
times in the 40–65 min range and a start time of t=0 (thus having very similar statistics). As
such, additional inclusion of weighting does not noticeably impact performance.

Motion: Subject motion in brain PET is an important factor contributing to deterioration of
image quality and quantitative accuracy, as a result of which a wide range of motion
correction methods have been developed (e.g. see review (Rahmim et al., 2007)). 4D
techniques, while providing a powerful framework for dynamic PET image reconstruction,
are challenged by an enhanced sensitivity to subject motion (Verhaeghe et al., 2010). In
addition, application of motion compensation to 4D methods is less straight-forward: for
instance, a very simple and relatively common approach in conventional reconstruction is to
realign post-reconstructed images to a particular frame used as reference. In direct
parametric imaging, however, it is the parametric image and not the individual dynamic
frames that are directly reconstructed. In 4D reconstruction, a potential alternative to above
motion correction method is to first estimate inter-frame movements via registration of
preliminary reconstructions based on the conventional scheme, followed by transformation
of the projection data in each frame to account for the estimated motion, followed by 4D
reconstruction. Alternatively, one may utilize external tracking motion information to
perform such correction on the collective frame data, or even individual lines-of-response
(LORs), followed by 4D reconstruction. Nonetheless, it has been shown that mere
transformation of projections is not sufficient to achieve reliable motion compensation and
must be accompanied by additional modeling of probabilities of detection being modified
due to presence of motion (Qi and Huesman, 2002; Carson et al., 2003; Rahmim et al., 2004;
Buhler et al., 2004). Such an approach was in fact recently developed and studied in the
context of 4D reconstruction, involving the generation of normalization files specific to each
data frame to account for modified probabilities of detection due to motion (Verhaeghe et
al., 2010). The 4D AB-EM algorithm proposed in the present work may also be modified
accordingly to enable motion compensation.
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6. Summary
This work proposed a closed-form iterative 4D EM algorithm, involving generalization of
the AB-EM algorithm to the 4D domain, which was applied to both plasma input and
reference tissue models in the context of reversible binding PET imaging. The technique
thus moved beyond the conventional approach of independent-frame reconstruction of
dynamic datasets followed by modeling, and was shown to result in quantitatively enhanced
DV and DVR parametric images, as demonstrated in extensive 11C-raclopride PET
simulations as well as an HRRT patient study.
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Figure 1.
Depiction of the commonly utilized two-tissue compartment model. The nondisplaceable
(ND) compartment includes the free and non-specifically-bound contributions.

Rahmim et al. Page 20

Phys Med Biol. Author manuscript; available in PMC 2013 February 07.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 2.
Plots of bias vs. iteration for B (left) and DV (right) parameters for a wide range of lower
bounds in the proposed AB-EM algorithm. The results are shown for the putamen in the
idealized imaging scenario (in all scenarios, mean B values, as averaged over multiple noise
realizations, consistently overestimated the true B values, while mean DV values
underestimated the true DV values; nonetheless, for an individual noise realization, towards
convergence, both overestimation or underestimation could be observed, as seen in Fig. 3).
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Figure 3.
Estimated B (left) and DV (right) values for 100 noise realizations for the putamen. True
values for B and DV were −40.0 and 1.4, respectively. The results are shown after 1000
iterations for the putamen. Clear bias is observed for α values below 1 (i.e. when the lower
bound a for B is smaller in magnitude compared to the true B value), while the noise is at
the same time suppressed.
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Figure 4.
Plots of noise vs. bias for B (left) and DV (right) parameters generated by increasing the
number of iterations for a wide range of lower bounds in the proposed AB-EM algorithm.
The results are shown for the putamen in the idealized imaging scenario.
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Figure 5.
Estimated parametric DV images. (From left to right): Increasing EM iterations of 1, 2, 3, 5
and 10 (21 subsets). No post-filtering was applied to the images shown.
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Figure 6.
Plots of overall NSD (noise) vs. overall bias comparing parametric DV images obtained
from standard indirect method (EM reconstruction followed by modeling) as well as the
proposed direct 4D technique. The plasma input model was used. Points on each curve (right
to left) correspond to the images of increasing iterations in each row of figure 5.
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Figure 7.
Plots of NSDROI (noise) vs. BiasROI for DV images obtained using standard EM and the
proposed direct 4D EM technique (plasma input model). Points on each curve correspond to
the images in each row of figure 5. The actual DV values for the 11 regions (cerebellum to
brain stem, in the order shown) were 0.298, 1.151, 1.398, 0.364, 0.365, 0.351, 0.359, 0.328,
0.377, 0.443 and 0.403, respectively (this implies DVR values of 1, 3.865, 4.694, 1.222,
1.226, 1.179, 1.206, 1.102, 1.264, 1.488 and 1.3517, respectively). Also, the actual intercept
B values were −0.973, −29.80, −40.37, −2.34, −3.04, −2.14, −2.83, −1.62, −2.76, −2.62 and
−5.98 for the plasma input model, and for the reference tissue model θ, they were 0, −76.98,
−105.8, −3.39, −5.47, −2.92, −4.90, −1.60, −4.52, −3.47 and −13.77, respectively.
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Figure 8.
Plots of overall COV (alternative measure of noise) vs. bias comparing parametric DV
images obtained from standard indirect method as well as the proposed direct 4D technique.
The plasma input model was used.
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Figure 9.
Regional noise (NSD) vs. bias (RB) curves for DVR images obtained using standard EM vs.
proposed direct 4D EM technique (reference tissue model with cerebellum used as
reference). Actual DVR values are mentioned in the caption for figure 7.
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Figure 10.
Regional NSD (noise) vs. bias curves for DV images obtained using standard EM and the
proposed direct 4D EM technique for varying (left) lower bounds (fixing IUN=21) and
(right) IUN values (fixing α=1.1).
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Figure 11.
Parametric DVR images for a raclopride HRRT study with increasing iterations of 2, 3, 4, 7,
15 from left to right. (Top) Standard 3D reconstruction followed by modeling; (bottom)
Proposed 4D reconstruction (reference tissue model). The images include no post-
smoothing. Images are shown on the same color scale.
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Figure 12.
Noise vs. DVR curves (generated by increasing iterations as seen in figure 11), comparing
performance of conventional indirect vs. direct 4D estimated DVR images.
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Figure 13.
Parametric DVR images for the raclopride HRRT study (Sec. 3.2) estimated using graphical
kinetic analysis based on (left) Eq. (2) vs. (right) Eq. (27) where in the latter t0 was set to 40
min.
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