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Abstract To determine which Breast Imaging Reporting
and Data System (BI-RADS) descriptors for ultrasound are
predictors for breast cancer using logistic regression (LR)
analysis in conjunction with interobserver variability be-

tween breast radiologists, and to compare the performance
of artificial neural network (ANN) and LR models in differ-
entiation of benign and malignant breast masses. Five breast
radiologists retrospectively reviewed 140 breast masses and
described each lesion using BI-RADS lexicon and catego-
rized final assessments. Interobserver agreements between
the observers were measured by kappa statistics. The radi-
ologists’ responses for BI-RADS were pooled. The data
were divided randomly into train (n070) and test sets (n0
70). Using train set, optimal independent variables were
determined by using LR analysis with forward stepwise
selection. The LR and ANN models were constructed with
the optimal independent variables and the biopsy results as
dependent variable. Performances of the models and radiol-
ogists were evaluated on the test set using receiver-operating
characteristic (ROC) analysis. Among BI-RADS descrip-
tors, margin and boundary were determined as the predictors
according to stepwise LR showing moderate interobserver
agreement. Area under the ROC curves (AUC) for both of
LR and ANN were 0.87 (95% CI, 0.77–0.94). AUCs for the
five radiologists ranged 0.79–0.91. There was no significant
difference in AUC values among the LR, ANN, and radiol-
ogists (p>0.05). Margin and boundary were found as statis-
tically significant predictors with good interobserver
agreement. Use of the LR and ANN showed similar perfor-
mance to that of the radiologists for differentiation of benign
and malignant breast masses.

Keywords Breast . Ultrasonography . Artificial neural
network . Breast neoplasm . Logistic regression

S. M. Kim :H. Han (*) :H. S. Yoon : J. H. Sohn :M. H. Baek :
J. Lee :Y. H. Jeon
Department of Radiology,
Kangwon National University College of Medicine,
192-1 Hyoja 2-dong,
Chuncheon, Kangwon-do 200-701, Republic of Korea
e-mail: kimsmlms@paran.com

S. M. Kim
Department of Radiology,
Seoul National University Bundang Hospital,
Seongnam-Si, Republic of Korea

J. M. Park
Division of Breast Imaging and Intervention,
Department of Radiology, Carver College of Medicine,
University of Iowa Hospitals and Clinics,
Iowa City, IA, USA

Y. J. Choi
Department of Radiology, Kangbuk Samsung Hospital,
Sungkyunkwan University School of Medicine,
Seoul, Republic of Korea

Y. N. Kim :Y. M. Chae
Department of Health Informatics,
Graduate School of Public Health, Yonsei University,
Seoul, Republic of Korea

J. J. June
Department of Statistics, Seoul National University,
Seoul, Republic of Korea

J Digit Imaging (2012) 25:599–606
DOI 10.1007/s10278-012-9457-7



Introduction

With recent improvements in ultrasonographic technology,
including the use of all-digital high-frequency transducers
up to 13 MHz and the use of color and power Doppler and
harmonic imaging, sonography has become a standard
breast imaging procedure [1–7]. In addition, these improve-
ments have allowed expansion of the indications for use of
breast ultrasound (US), including tumor differentiation, pre-
operative staging, follow-up after cancer treatment, and
interventional diagnosis [8–11].

The main limitation of breast US is that it is a highly
operator-dependent modality. In addition, observer variabil-
ity in sonographic interpretation has an effect on mass
characterization and management. To overcome these limi-
tations, the American College of Radiology has now devel-
oped a sonographic breast imaging reporting and data
system (BI-RADS) [12]. Until the third edition of BI-
RADS, the lexicon was only applicable to mammography.
Use of mammographic BI-RADS has resulted in unified
understanding and implications of various mammographic
terms, as well as increased observer agreement in mammo-
graphic readings [13, 14]. Recent reports on observer vari-
ability with the use of ultrasonographic BI-RADS have
shown good results with kappa statistic agreement [15–17].
Although a high level of agreement has been shown for some
descriptors, a final assessment showed a low level of agree-
ment (fair agreement) [14, 16]. Therefore, this low level
agreement in final assessment leads to a lack of consistency
in patient management.

Logistic regression (LR) analysis and an artificial neural
network (ANN) have been applied for tumor characteriza-
tion [18, 19]. The LR model is superior for use in examina-
tion of possible causal relationships between independent
and dependent variables and in understanding the effects of
predictors on outcome variables [20]. The ANN constitutes
a non-algorithmic approach to information processing and
prediction of the probability of cancer [21]. Use of the ANN
has resulted in improved interpretation of mammography
and can aid in improvement of recommendations for perfor-
mance of a biopsy [22–24]. Only one study of a small group
of 24 malignant and 30 benign lesions has been conducted
for comparison of LR and an ANN for use in breast cancer
imaging using breast US [18]. Significant predictors accord-
ing to LR using ultrasonographic BI-RADS and for evalu-
ation of each predictor’s interobserver variability have not
been reported.

The purpose of this study was to determine which
BI-RADS descriptors for US are statistically significant
predictors, using LR in conjunction with interobserver
variability among breast radiologists, and to compare
the diagnostic performance of ANN and LR statistical
models.

Materials and Methods

Case Selection

A computerized search of the electronic medical records,
including surgical, pathologic, and breast ultrasonographic
findings was performed for identification of pathologically
confirmed ultrasonographic breast masses between January
2001 and February 2003 at our medical center. Because
the study was retrospective, patients signed a general con-
sent form to cover all diagnostic studies, and neither Insti-
tutional Review Board approval nor patient informed consent
was necessary. Sonograms of 140 solid masses of 140
patients, who ranged in age from 22 to 70 years (mean age,
44.3 years), were selected for the study. All of the masses had
a known diagnosis based on an ultrasonography-guided hook
wire localization and excision biopsy. Seventy lesions (50%)
were confirmed as malignant and 70 lesions (50%) were
benign. Histologic types of malignancies included invasive
ductal carcinomas for 55 lesions, ductal carcinomas in situ for
11 lesions, invasive lobular carcinomas for two lesions, an
invasive tubular carcinoma for one lesion, and a secretory
carcinoma for one lesion. Benign lesions included fibroade-
nomas for 54 lesions, papillomas for eight lesions, sclerosing
adenosis for three lesions, adenosis for two lesions, ductecta-
sia for two lesions, and a tubular adenoma.

Assessment of Ultrasonographic Findings

Ultrasonography was performed in the transverse (axial) and
longitudinal (sagittal) planes using a HDI 3000 or 5000
ultrasound scanner (Philips-Advanced Technology Labora-
tories, Bothell, WA, USA) equipped with a 5–12-MHz
linear array transducer. The most experienced breast radiol-
ogist (JM Park) selected one key image from each case on a
picture archiving and communication system and converted
images into tag image file format (TIFF) files with 300 dots
per inch. All TIFF files were arranged in arbitrary order in
Microsoft Power Point.

Five subspecialty-trained breast radiologists (SM Kim,
HS Yoon, YJ Choi, MH Beak, and JH Son) with 7, 5, 3,
1, and 1 year of experience, respectively, performed a retro-
spective review of all of the images. All five investigators
were familiar with the use of ultrasonographic BI-RADS
descriptors during their daily work and no formal training
for the descriptions was involved in this study. All of the
observers performed an independent review of all 140
images without knowledge of clinical information, mammo-
graphic findings, and pathologic results of each case, as well
as the incidence ratio of malignant to benign lesions. All
observers described each lesion using the BI-RADS lexicon
and categorized the final assessment (Table 1). Of the seven
categories (from 0 to 6) in the BI-RADS, the categories of 0
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(incomplete assessment), 1 (normal), and 6 (biopsy-proven
malignancy) were already excluded in this study.

Statistical Analysis for Interobserver Variability

Interobserver variability in selection of the BI-RADS
lexicon in each category was assessed with the kappa
statistic. Kappa values range from 1.0 (complete agree-
ment) to −1.0 (complete disagreement). A value of k00
corresponds to random agreement. The kappa statistic,
as described by Landis and Koch, was noted as slight
agreement for 0<k<0.20, fair agreement for 0.21<k<
0.4, moderate agreement for 0.41<k<0.6, substantial agree-
ment for 0.61<k<0.8, and perfect agreement for 0.81<k<1.0
[25].

LR Procedure

A histologic diagnosis of malignancy for a breast mass was
entered as a dependent variable in the LR model and was
coded as 0 for absent (benign) and 1 for present (malignant).
The regression equation derived from each of the training
subsets is applied to the just removed cross-validation sub-
set for estimation of the individual probability of having
breast cancer.

If Y is denoted as an indicator of cancer, the probability of
cancer, given xi, is as follows [19, 26]:

PðY ¼ 1jxiÞ ¼ exp b0 þ b1xi1 þ :::þ bkxikð Þ
1þ exp b0 þ b1xi1 þ :::þ bkxikð Þ

where xi ¼ ðxi1; xi2; :::; xikÞ is the ith observation with the k
covariate BI-RADS lexicon descriptors, exp is the base of the
natural logarithm, and β0 is the intercept and bjðj ¼ 1; :::kÞ are
coefficients corresponding to the jth BI-RADS lexicon
descriptors. We used stepwise LR for selection of significant
predictors for breast cancer.

ANN Procedure

We used a three-layer back-propagation ANN, known as
multilayered perceptrons. This ANN includes at least three
layers of neurons (an input layer, an output layer, and at least
one hidden layer).

x ¼ ðx1; x2; :::; xkÞ are BI-RADS lexicon descriptors and
z ¼ ðz1; z2; :::; zmÞ is a feature value created by the sigmoid
function of the input variable. y is the linear combination z.
For each i,

zij ¼ expða0j þ a1jxi1 þ :::þ akjxikÞ
1þ expða0j þ a1jxi1 þ :::þ akjxikÞ ; j ¼ 1; :::;m

y ¼ b1z1 þ ::: þ bmzm

Coefficients are obtained by minimizing
Pn

i¼1

Pm
j¼1

ðyi � bjzijÞ2 . An ANN model is a type of general additive

model and has good performance for fitting a complex
model. Commercially available software (SAS Enterprise
Miner, version 4; SAS Institute, Cary, NC, USA) was used
for construction of the ANN. Neurons are tied together with
weighted connections. The number of nodes in the input
corresponds to the number of input variables. The output
layer has one node, including values from zero to one,
indicating the level of malignancy. Our ANN software con-
sisted of a neuron in the hidden layer.

Statistical Analysis

All of the BI-RADS lexicon descriptors were used for
stepwise LR analysis. Descriptors included shape, orienta-
tion, margin, boundary, echogenicity, posterior acoustic fea-
tures, calcifications, and associated findings.

Responses of the five radiologists for the BI-RADS lex-
icon descriptors were pooled. For binary data, if three or
more radiologists gave a positive response, the pooled re-
sponse was considered positive; otherwise, the pooled re-
sponse was considered negative. For ordinal data, the

Table 1 BI-RADS descriptors
for breast ultrasonography Shape Oval, round, irregular

Orientation Parallel, non-parallel

Margin Circumscribed

Indistinct, angular, microlobulated, spiculated

Lesion boundary Abrupt interface, echogenic halo

Echo pattern Anechoic, hyperechoic, complex, hypoechoic, isoechoic

Posterior acoustic features Absent, enhancement, shadowing, combined

Calcifications Macrocalcifications, microcalcifications in the mass,
microcalcifications out of the mass

Associated findings Ductal change, Cooper’s ligament change, edema, architectural
distortion, skin thickening, skin retraction/irregularity

Final assessment Category 2, category 3, category 4, category 5
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pooled response was the median value of the five radiolog-
ists’ responses. The frequencies of the vote were 28.1% in
3–2, 27% in 4–1, and 44.9%, 5–0. Pooled data were used in
the subsequent statistical analysis. The 140 sets of data were
divided randomly into 70 for the training set and 70 for the
test set. The training set consisted of 41 malignancies and 29
benign masses where as test set included 29 malignancies
and 41 benign masses.

With the training set, an optimal subset of independent
variables was determined by performance of forward step-
wise selection using the likelihood-ratio statistic (p00.05 for
entry and p00.10 for removal) as a selection criterion. With
the determined subset of independent variables, a final mod-
el was constructed by fitting the LR and ANN on the entire
training set. The constructed LR and ANN models were then
validated using the test set.

Receiver operator characteristic (ROC) curve analysis
was used for comparison of the diagnostic performance of
the ANN, LR, and the radiologists in order to distinguish
between benign and malignant breast masses. Area under
the ROC curve (AUC value) was calculated for each fitted
ROC curve using MedCalc software (MedCalc, Mariakerke,
Belgium). MedCalc software provides the empirical ROC
curve and non-parametric estimate of the area under the
empirical ROC curve with its 95% CI, based on the method
developed by Hanley et al. [27]. A comparison between two
paired ROC curves is available and the statistical signifi-
cance of the difference between two AUCs is calculated
using the z test [27]. p values <0.05 were considered to
indicate a significant difference. At the cutoff value yielding
the highest accuracy, the sensitivity, specificity, and accuracy
of each model and the radiologists were compared.

Results

Interobserver Agreement

Interobserver agreements for the ultrasonographic descrip-
tors are shown in Table 2. Overall agreement of shape (k0
0.46), orientation (k00.51), overall agreement of margin
(k00.53), lesion boundary (k00.45), and calcifications (k0
0.47) were moderate, and posterior features (k00.40) and
final assessment (k00.40) were fair.

For each descriptor, moderate agreement was obtained
for an oval and irregular shape, parallel and non-parallel
orientation, circumscribed margin, abrupt interface, and
echogenic halo of boundary, absent and combined posterior
features, microcalcifications in the mass, and categories 3
and 5. Fair agreement was obtained for an indistinct, angu-
lar, microlobulated and spiculated margin, isoechoic echo
pattern, enhanced and shadowing posterior features, macro-
calcifications, and category 4 for the final assessment. Slight

agreement was obtained for a round shape, anechoic, hyper-
echoic, complex, and hypoechoic echo pattern, microcalci-
fications out of the mass, and category 2 of the final
assessment.

Optimal Variable Selection and Training of the Multiple
Linear Regression Model

According to the results of stepwise selection, the margin
and boundary were determined as the optimal subset of
independent variables, while the remaining variables were
excluded. From the entire training set, regression coeffi-
cients (β) for the margin and boundary were estimated as
2.29 (95% CI, 0.79, 3.79) and 1.23 (−0.14, 3.6), respective-
ly. The equation of the LR model constructed on the training
set was determined as follows:

LogitðpÞ ¼ �1:73þ 2:29�marginþ 1:23� boundary

Performance of the ANN and LR Models

Area under the ROC curve (AUC) values for LR and the
ANN were 0.87 (95% CI, 0.77, 0.94) and 0.87 (0.77, 0.94)
for the testing set, respectively. Values for performance of
the radiologists were 0.88 (95% CI, 0.79, 0.95), 0.79 (95%
CI, 0.68, 0.88), 0.85 (95% CI, 0.75. 0.93), 0.91 (95% CI,
0.82, 0.97), and 0.85 (95% CI, 0.75, 0.93), respectively
(Table 3, Fig. 1). There was no significant difference in
the AUC value among the use of LR, the ANN, and the
performance of the radiologists (p>0.05). At the cutoff
value yielding the highest accuracy, the accuracy of LR,
the ANN, and the five radiologists were 0.80, 0.80, 0.83,
0.70, 0.80, 0.86, and 0.80, respectively (Table 3).

Discussion

The primary aim of this study was to determine statistically
significant predictors from BI-RADS ultrasonograhic
descriptors using LR in conjunction with interobserver var-
iability. We used a stepwise LR procedure for isolation of
significant predictors. Among all ultrasonographic BI-
RADS features, margin and boundary were shown to be
statistically significant predictors. Agreements for margin
and boundary were relatively higher, compared with other
descriptors, such as echo pattern or a posterior feature.

Breast ultrasonography has traditionally been used for
detection and diagnosis of cysts. Improvements in image
quality from the use of new ultrasound techniques have
expanded the role of US, and US is now an essential tool
for use in differentiation of benign from malignant breast
masses [8]. The most significant shortcoming of the use of
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US is that performance and interpretation of breast ultra-
sound is subjective. To overcome this limitation, ultrasono-
graphic BI-RADS was developed for characterization of
breast masses by qualitative assessment of lesion features
within an image [12]. A variety of image features based on
shape, orientation, margin, lesion boundary, echogenicity,
posterior acoustic features, calcifications, and associated
findings have been used. Taken together, these qualitative
descriptors have been shown to improve the specificity of
ultrasonographic findings [28].

Despite the use of ultrasonographic BI-RADS, the inter-
observer variability of the use of ultrasonographic BI-RADS
terminology has shown agreement ranging from slight-to-
substantial [14–17]. Reported agreements of shape, orienta-
tion, and boundary have been moderate-to-substantial, and,
for margin, have been fair-to-substantial [14–17]. Our find-
ings also showed moderate agreement in the assessment of
shape, orientation, margin, boundary, and calcifications. In
general, determination of a parallel or non-parallel orienta-
tion to the skin of the mass can be easily assessed,

Table 2 Interobserver variabili-
ty in description and final
assessment according to US
BI-RADS Lexicon

Data are combined for all five
readers
aPercentage of agreement
and number of observations in
agreement (in parentheses)

BI-RADS lexicons Descriptors and final category Percentage of agreement (n0140)a k value

Shape Oval 15 (21) 0.49

Round 0 0.04

Irregular 33.6 (47) 0.49

Overall 48.6 (68) 0.46

Orientation Parallel 49.3 (69) 0.51

Non-parallel 8.6 (12) 0.51

Overall 57.9 (81) 0.51

Margin Circumscribed 15 (21) 0.53

Not circumscribed 42.1 (59) 0.53

Indistinct 6.4 (9) 0.27

Angular 2.9 (4) 0.28

Microlobulated 1.4 (2) 0.25

Spiculated 0 0.25

Overall 57.1 (80) 0.53

Boundaries Abrupt interface 35 (49) 0.45

Echogenic halo 12.1 (17) 0.45

Overall 47.1 (66) 0.45

Echo pattern Anechoic 0 0.09

Hyperechoic 0 0.09

Complex 1.4 (2) 0.08

Hypoechoic 16.4 (23) 0.16

Isoechoic 2.1 (3) 0.21

Overall 20 (28) 0.15

Posterior features Absent 18.6 (26) 0.45

Enhancement 10.7 (15) 0.38

Shadowing 1.4 (2) 0.28

Combined 1.4 (2) 0.41

Overall 32.1 (45) 0.40

Calcifications Absent 68.6 (96) 0.58

Macrocalcifications 0 0.34

Microcalcifications in the mass 1.4 (2) 0.52

Microcalcifications out of the mass 0 0.06

Overall 70 (98) 0.47

Final assessment Category 2 0 0.08

Category 3 7.9 (11) 0.47

Category 4 12.9 (18) 0.32

Category 5 5.7 (8) 0.49

Overall 26.4 (37) 0.40
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explaining the relatively good interobserver variability. For
assessment of the shape of a mass, there were three descrip-
tors, including oval, round, or irregular. An oval shape can
show up to three gentle lobulations; with greater than four
lobulations, the mass should be considered as having an
irregular shape. However, there is no consistency in assess-
ment of the number of lobulations. For assessment of mar-
gin, there are four descriptors for not being circumscribed,
including indistinct, spiculated, angular, and microlobu-
lated. Slight-to-fair agreement was noted in determination
of a non-circumscribed margin. When the mass margin was
simplified as circumscribed or non-circumscribed, interob-
server variability was seen as relatively high-to-moderate.

Although agreements of these descriptors were relatively
higher, only a fair level of agreement was found for the final
assessment in this study. The reported kappa agreements in the
final assessment category, as fair and substantial, were also

relatively low [14–17]. For determination of the final assess-
ment, a breast US specialist usually attempts to identify a
typical benign feature or suspicious finding. A spiculated
margin, irregular shape, and non-parallel orientation are
known to have a high predictive value for malignancy and a
circumscribed margin, oval shape, and parallel orientation are
highly predictive of a benign lesion [28]. If there are any
suspicious findings, a biopsy is recommended. If there are
typical benign findings suggestive of cysts, or hyperechoic
lesions, suggestive of fibroadenomas, follow-up is recommen-
ded. Variability in the description of breast masses by the
observers resulted in inconsistency in determination of the
final assessment. Therefore, management of a breast mass
detected on breast US can vary; however, the use of BI-
RADS and a relatively high level of agreement were observed
for some descriptors.

The secondary aim of this study was to compare the
diagnostic performance of LR and the ANN. LR and the
ANN are the most frequently used computer models in
clinical risk estimation [19]. The advantage in use of the
ANN is the capacity to model complex non-linear rela-
tionships between independent and predictor variables.
Compared with the ANN, LR analysis may be preferred
due to improved interpretation of individual predictors
[20]. LR and the ANN showed statistically similar per-
formances, compared with the radiologists, even if only two
descriptors, margin and boundary, were used in construc-
tion of models.

This study differs from an automatically feature extracted
CAD system in its use of BI-RADS features selected by
experienced radiologists. The standardized BI-RADS sono-
graphic lexicon is known to be helpful in distinguishing
benign from malignant solid masses [28]. A large number
of structured reporting software programs have recently
been developed. Some of them are being filled with BI-
RADS descriptors; in this system, ANN or LR models can
aid in the final decision regarding a US mass. In this study,
according to results of stepwise LR, margin and boundary
were found to be statistically significant predictors. This

Table 3 Receiver-operating characteristic curves for performance of LR, the ANN, and the radiologists on the test set

ROC analysis LR ANN Radiologist 1 Radiologist 2 Radiologist 3 Radiologist 4 Radiologist 5

AUC value 0.87 (0.77, 0.94) 0.87 (0.77, 0.94) 0.88 (0.79, 0.95) 0.79 (0.68, 0.88) 0.85 (0.75, 0.93) 0.91 (0.82, 0.97) 0.85 (0.75, 0.93)

Cutoff value
yielding the
highest accuracy

0.19 0.26 3 3 4 3 3

Sensitivity % 93.1 (77.2, 99.0) 93.1 (77.2, 99.0) 96.6 (82.2, 99.4) 93.1 (77.2, 99) 51.7 (32.5, 70.5) 100 (87.9, 100) 89.7 (72.6, 97.7)

Specificity % 70.7 (54.5, 83.9) 70.7 (54.5, 83.9) 73.2 (57.1, 85.8) 51.2 (35.1, 67.1) 100 (91.3, 100) 75.6 (59.7, 87.6) 75.6 (59.7, 87.6)

Accuracy 0.80 (54.5, 83.9) 0.80 (54.5, 83.9) 0.83 (71.9, 90.8) 0.70 (57.8, 80.3) 0.80 (54.5, 83.9) 0.86 (75.2, 82.9) 0.80 (54.5, 83.9)

Numbers in parentheses are 95% CI

ANN artificial neural network, AUC area under the receiver-operating characteristic curve, LR logistic regression, ROC receiver-operating
characteristic curve

Fig 1 Receiver-operating characteristic curves for performance of
logistic regression, artificial neural network, and radiologist. Area
under the ROC curve values for logistic regression (LR), the artificial
neural network (ANN) were 0.87 (95% CI, 0.77, 0.94) and 0.87 (0.77,
0.94) for the testing set. Performance of the radiologists were 0.88
(95% CI, 0.79, 0.95), 0.79 (95% CI, 0.68, 0.88), 0.85 (95% CI, 0.75,
0.93), 0.91 (95% CI, 0.82, 0.97), and 0.85 (95% CI, 0.75, 0.93),
respectively
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result regarding morphologic features can be applied to an
ultrasound CAD system.

This study has several limitations. Cases were selected
retrospectively from surgically excised biopsy-provenmasses.
The number of category 2 lesions was relatively small. Selec-
tion bias may contribute to an over-categorization in some
cases. Since this was a retrospective study, real-time ultraso-
nography was not available at the review point and the masses
were interpreted with the use of static images. Observers in
this study did not have the opportunity to take advantage of
real-time US benefits. Although an experienced operator per-
formed all of the breast ultrasound examinations, some oper-
ator dependency while capturing images may have occurred.
In their review of images, the radiologists used the ultrasono-
graphic BI-RADS lexicon and had their own standardizations,
but no formal training for use of the BI-RADS lexicon. Also,
the radiologists worked independently, which may have af-
fected interobserver reproducibility. Use of the BI-RADS
lexicon was not strange to the readers; however, a training
session may aid in increasing their confidence and in reducing
variation. For reducing the fact of substantial variability
in the readers, we used pooling data from all five of the
radiologist’s responses and used median value or dom-
inated value. Such pooling represents an average radiol-
ogist’s response but does not reflect actual practice. Our
reviewers interpreted ultrasonography only, which does
not reflect actual practice, which involves categoriza-
tion, based on both mammographic and ultrasonographic
results. This may have lowered the radiologists’ perfor-
mance. Thus, an analysis with more data, including
mammographic findings for the LR and ANN models
is necessary for comparison with radiologists.

Ultrasonographic BI-RADS descriptors are useful for
evaluation of breast masses and offer standard classifi-
cations. Among BI-RADS descriptors, margin and
boundary were found to be statistically significant pre-
dictors according to the results of stepwise LR and
showed good interobserver agreement. Although rela-
tively high interobserver agreements were obtained, agree-
ment for the final assessment was only fair. Use of LR and
the ANN showed similar performance with that of the radiol-
ogists for differentiation of benign and malignant breast
masses, despite use of only margin and boundary descriptors.
These descriptors can be applied to a CAD approach for breast
ultrasound.
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