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The ARTeMeD project airas to solve problems of 
interactivity and real-time in teleradiology. It inte- 
grates personal multimedia facUities and patient data 
access in a common platform that allows radiologists 
to collaborate from remote sites through a suitable 
communication support. ARTeMeD is based on asyn- 
chronous transfer mode (ATM) network technology 
and an optimized manipulation of medical image 
material. The ARTeMeD system opens interesting per- 
spectives in the area of collaborative teleradiology. 
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I N THIS article, we describe the ATM Real-Time 
Medical Diagnosis (ARTeMeD) project under 

way in Lausanne at the Telecommunications Labo- 
ratory of  the EPFL and the University Hospital. In 
this project, we are exploring solutions in telemedi- 
cine ~ that allow interactive, real-time remote diag- 
nosis both in pathology and in radiology. To 
contribute effectively in this area, we analysed 
existing systems and identified ways of improving 
their performance. The project involves studying 
how medical image processing maps onto a net- 
work technology. The fast transmission of  high- 
resolution images, the capability of  remote mani- 
pulation of  region of  interest (ROI) (that is a 
user-selected portion of an image with high percep- 
tual quality or resolution), and live audio and vŸ 
communication are addressed in ARTeMeD, as 
well as the synchronization requirements and the 
multiparty support for collaborative work. 

The results of  the project include an architecture, 
the ARTeMeD system, which englobes the afore- 
mentioned aspects. The key issues of  ARTeMeD 
are the optimization of  storage, access, and re- 
trieval of medical images; the use of  high-speed 
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networking technology; and the deployment of 
suitable image compression algorithms. 

This article is organized as follows: in the next 
two sections, we describe the architecture. We then 
discuss the organization and manipulation of medi- 
cal image material. Then, we present our prototype 
implementation, performance measures, anda com- 
parison to a pre-existing standard solution for 
teleradiology. Some conclusions and suggestions 
for further work ate discussed as well. 

SYSTEM ARCHITECTURE 

The ARTeMeD project has evolved by taking 
into account the needs for real-time and interactiv- 
ity in teleradiology. These needs have been ana- 
lyzed in terms of  system requirements and system 
design. The resulting architecture is an integration 
of desktop conferencing facilities anda new method 
for storage/retrieval of medical images over a 
suitable communication support (Fig 1). The com- 
munication support considered here is based on 
asynchronous transfer mode (ATM) network tech- 
nology. 2 This particular subsystem provides two 
access points to the application level: one for the 
exchange of medical data and one for nmltimedia 
personal communication. 

A typical scenario in which our system can be 
used is as follows: images are stored in a server and 
several radiologists want to access and browse the 
images on their screen. Collaboration of radiolo- 
gists over the same subject is allowed; in this case, 
the same images are distributed by the server to the 
participants of the session. The conferencing sub- 
system interconnects all the participants. At a given 
time, only one radiologist has control over the 
images: his or her interactions with the server 
produce the images that are distributed. Such a 
situation is sketched in Fig 2 for the case of two 
radiologists. 

It is worth noticing that the control of images 
flows from one client to the server (one-to-one 
connection), images flow from server to all the 
clients (one-to-many), and conferencing intercon- 
nects each client with each client (many-to-many). 

The contribution of  the ARTeMeD project is 
mainly in the medical part: We propose an innova- 
tive client-server approach for optimizing the re- 
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Fig 1. Integration of desktop conferencing and medical 
data exchange over communications support for ARTeMeD, 

trieval and display operation times of medical 
high-resolution still images. ARTeMeD allows in- 
teractivity and real-time thanks to the following 
design features: 

�9 Reduced amount of data to be processed, 
thanks to the compression and hierarchical 
organization of images 

�9 Increased transfer rate for the communication 
support, thanks to the ATM network technol- 
ogy 

�9 A simple graphical interface for the naviga- 
tion of the medical images, thanks to the 
concept of user-defined RoI. 

Some additional requirements also must be satis- 
fied for the efficient cooperation among speciatists. 
The latency of the system must be kept under 
control (i.e., the time between the generation of a 
request by the user and the display of the requested 
image on the users' screens) as well as the coordi- 
nated presentation of the same images in spatially 
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separated sites. These two aspects often are referred 
to as temporal and spatial synchronization, 3,4 and 
are fundamental to allow interactivity in distributed 
environments. They are taken into account for the 
ARTeMeD project. 

THE ARCHITECTURE COMPONENTS 
Any ARTeMeD session is opened with one 

ARTeMeD server and one of more ARTeMeD 
clients. The client is expected to offer an interface 
to the radiologist, whereas the server is designed to 
inteface with the medical data stored in an attached 
database and also to perform some centralized 
activities (among others, monitoring of the partici- 
pants a~d spatia] sy~chronization msks). 

The basic components used to build both the 
server and the client of the ARTeMeD system are 
represented in Fig 3. The blocks labelled with 1, 2, 
3, and 4 belong to the medical data exchange 
subsystem; the blocks 5, 6, 7, and 8 belong to the 
conferencing subsystem; and the blocks 9 and 10 
constitute the communications subsystem. 

Block 1: Decoding and Display 
Each ARTr162 c]ient Ÿ equipped with this 

block. Ir is designed to get compressed image data 
from the network, to process this information, and 
to display the target image on the user's screen. 
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Fig 2. Server-radio|ogists ah d rad io Iog is t - rad io log is t  inter- 
actions. Fig 3. ARTeMeD system components. 
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Block 2: User Control  and Graphical  
Interface 

In the ARTEMeD client, this functional block 
provides the capability to the user to perform some 
remote actions on the server. The user actions (e.g., 
the definition of a RoI, the selection of a low- 
resolution image to be magnified, the modi¡ 
of gray windows) are captured by this block and 
mapped onto messages to be carried over the 
communications support. 

Block 3: User  C o m m a n d s  Interpreta t ion 
and Da tabase  Reques t  

This block is situated in the ARTeMeD server. It 
transforms the incoming user message from the 
network (generated by Block 2) into a filter for the 
selection of images or a portion of them to be 
retrieved from the database. 

BIock 4: Access, Retrieval, and Encoding 
The selection required by Block 3 is performed 

by the current block and the image data ate 
generated in the format required by Block 1. Block 
4 operates on the compressed images. It must 
supply output data that correspond to the specified 
compressed format, but implementation can be 
done in several independent ways. 

Blocks 5, 6, 7, and 8: C o m p r e s s i o n  and 
Rendering of audiovisual Streams 

Audiovisual interconnections among partici- 
pants are obtained by means of these blocks. They 
perform the two-way mapping between audio and 
video frames and network packets. Their function- 
alities are out of the scope of the ARTeMeD 
project, which simply integrates them beside the 
medical imaging part. It is worth noting that video 
communications can be optionally dropped from 
the setup with a reduced impact on the degree of 
interactivity of the system (ir, for instance, a 
camera is not available of the audio quality is good 
enough or we can save bandwith/CPU for the 
medical exchange, and so on). 

Block 9: Communication Interface 
and Adaptation 

This block interfaces each user terminal with the 
communications support. Ir has two main tasks: 
first, ir deals with etherogenity in the communica- 
tions support (for instance, client and server can be 
connected to networks of different characteristics, 
such as ATM and Ethernet, and the slowest one 

dominates the performance of the communication), 
and second, it handles the paths along which data 
are sent (all the client-to-client, client-to-server, 
and server-to-client connections). 

Block 10: Communications Infrastructure 
This is one of the crucial components of the 

system. It must have a powerful and flexible 
communications infrastructure to support the infor- 
mation flow generated by such a system. High 
amounts of data need to be moved with strong 
temporal constraints. For this specific reason, ATM 
is, at the moment, the more suitable technology to 
do so. Nevertheless, in a local area network (LAN) 
environment (e.g., hospital network), other technolo- 
gies (e.g., Ethernet or Fast-Ethernet) can be appro- 
priate. As soon as we considera more spread out 
system, however, it becomes prohibitive to obtain 
the same results with classic network technologies. 

MEDtCAL IMAGE STORAGE, ACCESS, 
AND RETRIEVAL IN ARTEMED SYSTEMS 

Our approach to the manipulation of radiological 
images in ARTeMeD is organized into steps. The 
storage in the server's disk or database is per- 
formed off-line, directly from the acquisition de- 
vice. The access and retrieval of the stored material 
is done on user request, and is performed in 
real-time during the operative session. Ir is impor- 
tant to note that the ARTeMeD system is based on a 
completely file transfer-free paradigm: The re- 
quested images do not need to be stored in the 
client's disk. Instead, they are processed by the 
decoding block and directly browsed on the user's 
screen. They take up memory, but no extra disk 
space. The images do not leave the server's disk, 
they ate just displayed through a compression/ 
decompression middlelayer onto the client's screen, 
giving the impression of manipulating a local copy. 
The remainder of this section describes the storage, 
access, and retrieval phases of our system; that is, 
the most original part of ARTeMeD. 

Storage in the Database 
The images coming from the acquisition device 

(computed tomography of magnetic resonance im- 
aging) are pre-processed. They ate organized in a 
hierarchy of resolution levels for the access and 
retrieval phases. Two (or possibly three) subsam- 
pling operations of the high-resolution images are 
performed, and the different levels of resolution are 
obtained (Fig 4). Then, for each level, all images 
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Fig 4. Scaling and compositJon operations in the database. 

are disposed in a gallery. The galleries are logically 
splitted in elementary regions, which are the quanta 
of information for the access and retrieval phases. A 
compression algorithm is applied to the images in 
the hierarchy, reducing the amount of  information 
to be transferred. The Motion Picture Expert Group 
(MPEG) has defined standards for the compression 
of audiovisual information. In our implementation, 
the MPEG-2 standard has been chosen. The elemen- 
tary regions just mentioned are the slices of  the 
MPEG algorithm. 5 Compressed slices ate indexed 
to allow fast access to specified portions of the 
images. 

Access of Target Images in the Database 

The user can specify which image(s) and resolu- 
tion he or she wants (eg, the coarsest gallery or 
overview gallery, a part of the semi-full resolution 
gallery, a single image at the highest resolution). 
Through the graphical interface, the user sends a 
request to the server in the forro of  a geometrical 
area of  an image and the corresponding resolution 
level. This request acts like a filter over the slice 
index, and the selected slices are extracted and 
aligned in an MPEG-2 compliant stream for the 
transmission and decompression in the client's 
host. 

Retrieval of Images: the User Interface 

The decision of which images or parts of image 
to analyze is left to the specialist(s). The system 
itself offers a minimal amount of initial information 
for starting inspection (the overview gallery) a n d a  
graphical interface for navigating images and in- 
creasing through predefined steps the resolution of 

images. The radiologist selects the images(s) needed 
to do the inspection or diagnosis. By using the 
screen's pointer, the radiologist defines the portion 
of  the gallery he or she wants to magnify (the RoI). 
The request then is sent to the server (a simple click 
on one button of the mouse). It should be noted 
that, as the pointer can be moved around in the 
gallery, the user can generate a stream of requests 
with a well-defined temporal behavior. In this case, 
the server response is a sequence of  images with the 
corresponding temporal characteristics. 

In this way, the retrieval is interactive because 
the user(s) can easily control which part of  the 
radiological folder is more or less important. Also, 
the user can communicate with the other partici- 
pants of  the session. In addition, the retrieval is 
real-time because only a little amount of  informa- 
tion flows from server to clients, and no intermedi- 
ate storage operations ate performed, only decom- 
pression and display. 

The RoI is the one of  the key aspects of  the 
ARTeMeD system. It is taken into account for the 
organization of  the database and the graphical user 
interface. At the same time, it improves the interac- 
tive performances of  the remote diagnosis: The 
amount of  information and the processing time 
consistently are reduced for each operation. 

PROTOTYPING OF AN ARTEMED SYSTEM: 
IMPLEMENTATION AND PERFORMANCES 

The prototype currently implemented at the 
Telecommunications Laboratory includes most of  
the features discussed here (see snapshot in Fig 5). 
The hardware-software platform is composed of: 

�9 A communications subsystem: ATM boards 
and one ATM switch connect the clients and 

Fig 5. Sample screen from ARTeMeD system during use. 
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Table 1. Main Characteristics of ARTeMeD Systems 

AIIocated ATM link capacity: 1 to 1.5 Mb/sec 
Image compression technique: MPEG-2 
Levels of hierarchy: 3, that is full resolution (512 • 512 

pixe~s), 4 and t6 times downsampled 
Frame rate for interactive navigation: 5 to 10 frames/sec; 

transmission errors are cancelled by this refresh rate 
without bothering the user 

Latency of the system: less than 0.5 sec from the request to 
the display of the image 

Bandwidth occupation for conference subsystem: ~<0.5 
M b/s e c 

Bandwidth occupation for medical exchange subsystem: -<1 
Mb/sec 

the server and simulate a wide area network 
(WAN) 

�9 A conferencing subsystem: One commercial 
videoconferencing tool is integrated in the 
prototype on top of  an ATM access point. 

�9 The perceived quatity is pretty good. 
�9 A radiological browser: In the server, the 

images are compressed in MPEG-2 format 5.6 
and stored with the corresponding index files. 
The client is provided with an MPEG-2 soft- 
ware decoder to process the data sent by the 
server. The system works both on Hewlett 
Packard (Palo Alto, CA) 9000 HP-UX and 
Sun (Mountain View, CA) SPARC station 20 
SunOS 5.4 workstations. The graphical inter- 
face is programmed in the X Windows System 
Software of the X Consortium at MIT. Three 
resolution levels can be browsed. 

The current implementation is point-to-point: It 
does not allow multiple clients to connect to the 
server. This is an aspect on which we are still 
working. Instead, an additional feature added to the 
prototype is a synchronization module in the client 
to guarantee that the response of the server is close 

enough (in time) to the request generated by the 
user. 7 

Table 1 summarizes the characteristics and per- 
formances of  the current prototype (HP version). 

COMPARISON WITH OTHER SYSTEMS 

The implemented prototype shows several advan- 
tages when compared with the existing systems for 
teleradiology. In Table 2, the comparison between 
the behavior of a traditional system (based on file 
transfer over N-]SDN links) and ARTeMeD is 
presented. 

Even if the prototype still needs some refine- 
ments, the achievable perforn~ance encourages the 
deployment of  such approach. We estimate, in 
particular, that a high degree of  interactivity as well 
as the capability to collaborate among different 
users are the fundamental issues to be considered 
for any solution in teleradiology. 

CONCLUSION AND FURTHER WORK 

Current systems for teleradiology do not fullfill 
the requirements for a completely distributed ap- 
proach to remote diagnosis. In particular, they are 
lacking in an acceptable perceived level of interac- 
tivity and collaborative capability (because of  the 
bottlenecks in the communications support and in 
the manipulation of images compared with the 
amount of information that needs to be processed). 
The ARTeMeD project has revealed a possibility to 
improve such aspects. In this project, we have 
analysed the existing systems and we proposed a 
new system that, basically results from the balanc- 
ing of three different subsystems in an unique, 
integrated architecture. 

The ARTeMeD system is designed to have 

Table 2. Comparison of Traditional Systems and ARTeMeD 

Feature Traditional Systems ARTeMeD 

Link capacity 128 Kb/sec 
Disk capacity Required, very high 
Host resources Required, consistent 
User friendliness Good 
Execut iont imeofan inspect ion Long(minutes) 

Degree of interactivity 
Collaborative capabilities 

Openess of the system 

Poor 
Possible; but because of link saturation, per- 

ceived quaJity is poor 
Not allowed 

1-1.5 Mb/sec (flexible, user specified) 
Optional, reduced 
Reduced (software decoder and ATM board) 
Good 
Very short, in two or three navigations of the 

overview gallery, we obtain the target image (a 
few seconds) 

High 
Supported and reliable 

Taken into account 
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h igh - speed  l ink suppor t s  (ATM)  that  p rov ide  ser- 

vice  guaran tees ;  an ef lŸ and  op t imized  s torage,  

access,  and re t r ieval  of  images ,  and  the  abi l i ty  to 

con fe rence  link faci l i t ies  on  the s ame  p la t form.  
We have  p roduced  a po in t - to -po in t  p ro to type  o f  

such sys tem.  Fu ture  work  wil l  explore ,  a m o n g  
o ther  issues,  the re l iabi l i ty  o f  c o m m u n i c a t i o n s  

( t r a n s m i s s i o n  er ror  res i l i ence) ,  f idelity o f  image  

mater ia l  ( M P E G - 2  a lgo r i t hms  or o the r  c o m p r e s -  

s ion t e c h n i q u e s  have  to be  tay lored  to take in 
a c c o u n t  the  specif ic i ty  of  med ica l  data,  see refer-  

ence  8), secur i ty  aspec t s  (c losed  c o m m u n i c a t i o n s  

sess ions) ,  and  cen t r a l i za t ion  versus  d i s t r ibu t ion  o f  
the se rver  da tabase .  
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