
Introduction

Outcomes research provides evidence of health care
practices and interventions in terms of, for example, the
ability to function, or the level of pain, the costs or the
risks involved in undergoing a surgical procedure [18].
Outcomes research ties patient experience to the type of
treatment they receive. In this way outcomes research
serves as a powerful tool for improving the quality of
care [18].

Drawing conclusions about the value of outcome
studies can be daunting. Numerous studies are pub-
lished, but few actually provide strong evidence for
claims of treatment efficacy. For example, to formulate
concensus findings regarding management of whiplash-
associated disorders, the Quebec Task Force identified
titles of over 10,000 whiplash-related articles and con-
ference abstracts published over a 10 year period of

time. Of these, 1204 studies met criteria for relevance,
and only 294 met initial scientific quality criteria for
further, in-depth review. Finally, only 62 studies were
evaluated as having sufficient methodologic quality for
acceptance into the Task Force recommendations.
Consequently it is important to become a critical con-
sumer of research information, to effectively judge
whether findings from outcomes studies are trustworthy
and relevant. This article is intended to help the reader
to better understand the quality of an outcomes study,
and how the findings of the study support the conclu-
sions made.

Reading a study

Some systematic means for reading is needed to be able
to identify those studies that provide useful information
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Abstract A critical evaluation of
existing scientific evidence of treat-
ment efficacy can be an important
part of communicating risk and
benefits of treatment options to pa-
tients during the course of clinical
practice. A checklist of key meth-
odological issues to examine when
reading a research study is presented
and discussed. Steps in reading a
paper include: identifying the re-
search question; identifying the
manner in which subjects get en-
rolled in the study; identifying the
treatments and outcomes used;
identifying the study design and the
comparisons being made; evaluating

the study methods for the possibility
of bias and uncontrolled confound-
ing; assessing whether the statistical
analysis used is appropriate for the
study design; assessing whether the
study has sufficient statistical power
to demonstrate hypotheses being
tested. Finally, procedures for grad-
ing and evaluating evidence, as used
by systematic review groups and
international best evidence synthesis
consensus groups is briefly de-
scribed.
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from those that provide information of no value or
which are misleading. A list of steps can be a useful aid
for efficiently reading research studies, one example is
given in (Fig. 1).

Step 1: identify the research question

Evaluating outcome means asking the question whether
one kind of treatment is better than another. What do
we mean by better? Examples of outcomes research
questions are in the spine surgery literature include: is
patient satisfaction, quality of life, return to work,
improved function and or pain with those getting one
type of treatment as compared to another? Is pain re-
duced and mobility maintained? Is treatment cost-
effective? Do the benefits of a particular treatment out-
weigh the risks?

A central methodological issue in evaluating out-
comes research is whether the research question is worth
investigating in the first place. Clinical research, partic-
ularly randomized controlled trials, involves subjecting
patients to risks they would not otherwise normally
encounter in seeking health care. For example, patients
enrolled in clinical research are frequently asked to give
information that does not pertain directly to decisions
about their treatment, such as questions about depres-
sion, social activity, feelings about work, application for
social compensation, and so on. These questions can be
sensitive in nature and expose the patients to risks if
disclosed to individuals or organizations that are not
part of the research study. Second, patients participating

in studies of new, experimental technologies undergo
treatments and procedures where the risk of a serious
adverse event is largely unknown. Finally, in some study
designs, the treatment decision is not left up to the cli-
nician and patient, but up to chance.

These aspects of participating in research funda-
mentally alter the normal patient–physician relationship.
In routine clinical care the physician’s obligation is to
provide scientifically validated treatment that best meets
the patient’s needs. In clinical research, the obligation of
the physician-scientist is to ensure that study partici-
pants are not subject to unreasonable risk for unneces-
sary or trivial reasons [39]. This means that the research
question must have genuine medical, social and/or sci-
entific value, that the research methods used give a good
chance of obtaining findings that are trustworthy, and
that the value and quality of the new knowledge gained
offset risks to the subjects of participating in the study
[39]. It also means that the research subject fully
understands the nature of the changed doctor–patient
relationship, the risk and benefits of the study, and
voluntarily agrees to serve as research subject in a study.

Consequently, the first step a reader takes is to
understand the purpose and merit of a study’s research
question. A study’s literature review frames and justifies
the research question being posed. A reader can evaluate
the quality of a study’s literature review by looking for
certain key features. For example, a good literature
review should draw from multiple sources, both elec-
tronic and printed [34]. The keywords and search strat-
egy used should be reported. The table of contents of
journals specializing in the field can be hand searched,
and international resources should be consulted when
possible [6]. Finally, when possible experts in the field
can be consulted to draw on their own personal libraries
and experience to identify important, but hard-to-find
studies. These techniques are used by international best
evidence synthesis review groups [3, 7, 35, 48, 52] and
systematic review groups [41, 51, 54].

Step 2: identify how subjects get enrolled in the study

The procedures by which a study enrolls potential study
subjects helps the reader understand to what degree the
findings in the study population can be generalized to
other clinical populations. This is particularly important
in studies of spine surgery because there may be
disagreement among clinicians about the specific
indications for surgical intervention. For example in a
recent review, Carragee [15] found that there was little
consensus among practioners regarding management of
chronic, disabling low back pain. Some clinicians focus
on identifying a specific anatomic feature thought to
be responsible for the pain. However, in many cases
the specific anatomic features thought to be ‘pain

Fig. 1 Suggested checklist for evaluating methodologic aspects of
outcomes research
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generators’ are also present in imaging studies of
asymptomatic individuals [15]. Some researchers have
suggested that the observed geographic variation in rates
of spine surgery can be explained, in part, by local dif-
ferences in what are considered the clinical indications
for back surgery and clinical practice patterns [21].

For this reason it is essential that a good quality
study report the exact enrollment procedures used by the
study investigators. Ideally, a study protocol should not
rely solely on the report of a diagnosis for purposes of
inclusion or exclusion; instead, the clinical workup and
diagnostic criteria need to be described sufficiently well
so that a reader would be able to replicate the study’s
enrollment procedures [40]. This may be difficult to do in
retrospective studies because existing clinical records
may only document the diagnosis and the specific pro-
cedures used for coming to the diagnosis and decision
criteria may be incompletely or inconsistently docu-
mented. However, for prospective studies, particularly
clinical trials, it is possible to employ uniform proce-
dures for screening and enrollment, and these proce-
dures should be described in the study’s publication.

In addition to using uniform clinical procedures to
enroll subjects, a good quality study will also report
results of the enrollment process. For example, the
Consolidated Standards of Reporting Trials (CON-
SORT), an international group of biomedical journal
editors and experts in clinical trial methodology, epide-
miology and biostatistics, recommend that the following
information be reported: the number of potentially eli-
gible subjects from the study population, the number of
subjects screened for inclusion/exclusion, the number of
individuals eligible, and the number of subjects enrolling
in the study [40]. If significant number of subjects drop
out during the enrollment process (for example if a large
number of subjects are screened as eligible but fail to
enroll in the study), the reasons for the drop must be
explored and reported in the study [40].

Step 3: identify the treatments being compared

The next step for the reader is to identify the treatments
or interventions the study seeks to compare. The choice
of comparisons is the central feature that confers clinical
and scientific value to a study. What is an appropriate
comparison group? There is no simple answer because
the study questions reflect the interests, values and
motivations of the clinical and research community to
provide optimal care for patients. From a methodolog-
ical standpoint, however, the treatments compared
should be (1) distinguishable, (2) medically justifiable,
(3) compatible with the needs of the patient, (4) have
reasonable doubt regarding relative efficacy, (5) a mode
of administration that is compatible with the methodo-
logical requirements of the study (for example,

concealment is possible when blinding is needed), and
(6) a mode of administration that is similar to real-world
clinical practice [38].

It is essential that the treatments (both the experi-
mental and control) are fully and completely described.
For example, Brox et al. [12] compared fusion with
conservative care among patients with chronic, non-
specific low back pain. In this study, conservative care
was defined as a cognitive-behavioral, multidisciplinary
program. Brox et al. described the components of the
program, the frequency of administration and the
duration of treatment. On the other hand, Friztell et al.
[28] evaluated fusion against conservative care. In this
study, however, multiple, different modalities were used
in the comparison group. Fritzell et al. did not capture
data on the frequency, duration and type of treatment
modalities used among those getting usual care. In this
case, while the internal validity of the comparison was
not substantially weakened, the lack of a clear descrip-
tion of the control group limits the generalizability of the
study findings.

The issue of the use of a placebo in spine surgery
research is hotly debated [21, 24]. Some researchers
argue that placebo is the only control group that permits
a study to evaluate whether or not a new treatment is
effective as compared to no treatment or treatment
known to be ineffective. For example, when a treatment
and control show no differences, one of two situations
could have occurred. Both the treatment and control are
effective, but equally so; or, both the treatment and
control are ineffective [39]. Does the control group have
to be a placebo or sham intervention? No, but the reader
should understand that in those situations where no
placebo or sham treatment control group is used, the
best that the trial can do is make statements about rel-
ative efficacy, that is, whether one treatment does better
than another in the outcomes presented, but cannot
make statements regarding overall efficacy where no
treatment would have been offered.

Step 4: identify the outcomes being assessed

When critically reading a study, the reader needs to ask
three questions about the outcome measure reported
being used. First, are the outcome measures meaningful?
In the spine literature outcome measure fall into two
different categories: patient-oriented outcomes and non-
patient oriented outcomes. Patient-oriented outcomes
reflect outcomes that are of importance to the patient,
for example: pain, function, social and family life, ability
to take care of oneself, ability to work and so on. Two of
the most common and widely used patient-oriented
outcome measures in spine literature include the
Roland–Morris Disability Scale [44] and the Oswestry
Disability Index [25] (see Table 1). Non-patient-oriented

S6



outcome measures reflect the interests of other stake-
holders, such as the surgeon, the patient’s employer,
social and health insurance organizations. For example,
surgeons may be particularly interested in outcomes
such as the stability of an implant, or the success of a
fusion, or blood loss during surgery. On the other hand,
social and health insurance organizations are interested
in the cost benefit and cost-effectiveness of treatment.
Importantly, there is a growing consensus in the surgical
and research community that a single outcome measure
is not sufficient. Investigators have called for using
multiple outcome measures, such as a visual analogue
scale in conjunction with the Oswestry and return to
work status simultaneously [9]. Today, four domains of
outcome are commonly recommended. They are:
patient-oriented outcomes (for example, perceived pain,
function and well-being), clinician-oriented outcomes
(for example, fusion rate and blood loss in surgery),
cost/health care utilization (for example, medical and
disability costs) and societal outcomes (for example,
return to and retention of work).

Second, are the outcome measures sensitive enough
to detect important changes in the condition of the
patient? There is a growing literature on establishing the
‘Minimally Clinically Important Difference’ (MCID), a
criterion, which can be thought of as the difference in a
specific measure of outcome that reflects a meaningful
change in the health status of a patient. For example, for
certain patient populations the MCID for the Oswestry
Disability Index has been estimated by different
observers between 4 and 17 points out of a 100 point

scale [50]. What constitutes a MCID, however, is not
necessarily fixed, and the MCID can (and should) vary
depending on what perspective the investigator feels
important [5].

Third, is the duration of follow-up sufficient?
Although there is no fixed requirement for the duration
of follow-up, investigators are calling for longer-term
follow-up following surgical intervention to identify
unexpected events related to the implant device. One
study found an unexpected increase in the level of pain
between 1 and 2 years following fusion [28]. The recently
published United States Food and Drug Administration
Investigational Device Exemptions (IDE) trials follow
patients for 2 years after implant. As part of its recom-
mendation of market approval of the SB Charité III
artificial disc (June 2–3, 2004), the Food and Drug
Administration’s Orthopaedic And Rehabilitation
Devices Advisory Panel asked that the manufacturer
continue follow-up of the IDE trial’s participants up to
5 years [2].

Step 5: identify the study design being used

Once the outcome and exposure measures are identified,
the next question the reader needs to evaluate is: how are
outcomes going to be compared between the various
treatment groups? The study design embodies the pro-
cedures and analytic approach used to make the essen-
tial comparisons. We want to identify the study design
for two reasons: (1) to anticipate what kind of statistical

Table 1 Selected outcome measures used in studies of low back pain

Domain Examples

Patient oriented outcomes General health status
and quality of life

SF-36, SF-12, Sickness impact profile, EuroQuol

Back-specific disability NASS low back pain instrument, Prolo scale
Low back outcome score
Dallas pain questionnaire
Oswestry disability questionnaire
Roland and Morris disability scale

Patient satisfaction Patient satisfaction index
Pain level 0–10 analog pain scale
Medication use Medication type and doseage measured

pre- and post-operatively
Change in medication usage following surgery

Return to work Prolo economic scale, return to work, work retention,
LBP-related work disability recurrence

Non-patient oriented outcomes Econometric outcomes Return to work, work retention, LBP-related work
disability recurrence, quality-adjusted years of life,
direct and indirect costs associated with surgery
and rehabilitation, Prolo economic scale

Biomechanical Implant durability
Surgical Frequency and type of revision, salvage, replacement
Radiological Fusion status

Adapted and modified from Blount et al. (Blount KJ, Krompinger
WJ, Maljanian R, Browner BD (2002) Moving toward a standard
for spinal fusion outcomes assessment. J Spinal Disord Tech

15(1):16–23) and Bombardier et al. (Bombardier C (2000) Outcome
assessments in the evaluation of treatment of spinal disorders:
summary and general recommendations. Spine 25(24):3100–3103)
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analysis will be used to analyze the data, and (2) to
anticipate areas where bias and confounding may have
been inadvertently introduced that would limit the
strength of the conclusions being drawn from the find-
ings. There are a finite number of clinical study designs.
The major observational and experimental designs are
discussed below.

Cross-sectional

A cross-sectional study can be thought of as a survey,
where patients having a similar condition are identified
and then characterized (for example by demographic
features, the type of treatment they received, or by
health status or outcome) (Fig. 2). Cross-sectional
studies can provide information about prevalence and
also information about associations between risk factors
and outcome. For example, a recent cross-sectional
study investigated the relationship between smoking,
global health status and depression among spine patients
in the United States. Patients from the National Spine
Network (n=25.455) were characterized according to
smoking status (smoker or non-smoker), global health
status (SF-36) and depression (Zung depression scale).
The prevalence of smoking was 16% among the spine
patients. The study found that smokers were more likely
to report symptoms of depression than non-smokers (54
vs. 37% respectively), were more likely to report severe
back symptoms (50 vs. 37% respectively) and scored
lower on measures of overall physical and mental health
[53].

Because the risk factor and the outcome are measured
at the same time, cross-sectional studies cannot provide
evidence that the exposure is causally related to the
outcome. For example, data from Vogt et al. [53] suggest
that smoking is related to depression among spine
patients. But because the study is cross-sectional, it is
not possible to tell whether individuals in the study be-
gan smoking and then became depressed, or whether
they started to smoke because they felt depressed.

Case control

A study that can offer evidence for causality is the case
control design (Fig. 3). The study design is retrospective
in nature. It first identifies all those individuals with the
outcome of interest (for example, all those exhibiting
poor function documented by a high Oswestry score)
called cases. It then collects a comparison group of
individuals, called controls, who are similar in many
respects to the cases, but who do not have the outcome
of interest (for example, all those exhibiting good func-
tion documented by a low Oswestry score). Within each
group a ratio, called an odds, is formed by comparing
the number of cases exposed to a risk factor (for
example, spinal surgery) to the number of cases not
exposed to the risk factor. A similar odds is calculated
for the controls. Estimate of association is calculated by
forming the odds ratio, which is the ratio of the odds of
exposure among the cases compared to the odds of
exposure among the controls. When the odds ratio is at
or around the value 1, it means the odds of exposure to
the risk factor is about the same among the cases as it is
among the controls. When the odds ratio deviates well
away from the value of 1, it means that the odds of
exposure in the cases is different from the odds of
exposure among the controls. This is interpreted to
mean that there is a statistical association between
having the disorder and the likelihood of having been
exposed to the risk factor.

Selecting appropriate controls to serve as a compar-
ison group is a fundamental methodological issue in case
control studies. Controls are those individuals that have
had a chance of experiencing the exposure risk factor of
interest (for example, surgery or conservative care), but
are free of the outcome of interest (meaning they express
no dysfunction). Controls meeting this definition can be
drawn from any population; however, for reasons of
generalizability it is desirable that the controls consist of
a representative sample of the population from which
they a drawn [45]. Matching is sometimes used to limit
the influence of covariates on the findings of the study.

Fig. 2 Cross-sectional study
design
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Matching means pairing a case with a control on a
certain characteristic, for example, age, gender or
smoking. By doing so, the influence of these factors on
the findings of the study are nullified. This makes it
easier to detect statistically significant association
between outcome and the exposure of interest. Care
should be taken, however, not to over-match. Some
authors recommend that matching not be done on more
than three covariates [45]. Moreover, matching on the
exposure variable of interest (for example, the kind of
treatment a patient receives) makes it impossible in a
case control study to assess the relationship between that
treatment and outcome. Finally, a special statistical
analysis (called a matched odds ratio) is required when
analyzing data from a matched case control study [45].

Comparative and cohort study designs

A frequently used study design in the spine literature is a
comparative study of outcome of patients drawn from a
clinical practice or hospital. The design of this kind of
study involves identifying a group of patients undergo-
ing treatment for a specific disease. These patients are
then classified according to the type of treatment they
received. Outcome is then compared between the groups
(Fig. 2).

Because of the possibility of uncontrolled confound-
ing and lack of generalizability, simple comparative
studies (case series) can provide only weak or suggestive
evidence of treatment efficacy. However, because they
are relatively inexpensive and easy to conduct, com-
parative studies are often used early in the development
of new surgical procedures or devices. For example,
early evaluative studies of artificial discs [13, 17, 19, 23,
32, 47, 56] identified clinical populations of individuals
with chronic, discogenic low back pain eligible for spinal

fusion. These early observational studies found that
reduction in pain and improvement in function among
those getting the artificial disc was no different from
those getting spine fusion, but mobility of the spinal
segment was largely maintained.

A form of a comparative study is the cohort study
design (Fig. 4). The cohort study design is distinguished
from the comparative study in that the number of
individuals followed is larger and the catchment area is
well described and representative. In epidemiologic
studies, a cohort consists of an entire community of
individuals sharing some common characteristic, for
example living in the same geographic region or all
sharing the same year of birth. In surgical studies, a
cohort can be identified as all those individuals getting a
particular experimental intervention for a specific con-
dition (such as an artificial disc), or all those individuals
who belong to a well defined community (such as
members of a health maintenance organization, a geo-
graphical area or occupational group).

The benefit of following an entire (or statistically
representative) population of individuals is that a
probability value, called risk, can be calculated for the
cohort. Risk is defined as the proportion of individuals
experiencing improved outcome among the entire cohort
within a specific period of time. To evaluate treatment
efficacy, relative risks are calculated by comparing the
risk of improved outcome among those in the cohort
obtaining one kind of treatment and comparing that to
the risk of improved outcome among those getting an
alternative treatment. A relative risk of 1 means the
outcome experience is the same between groups getting
different treatments. Relative risks diverging well away
from 1 means the outcome experience between the
comparison groups is different. Because an entire pop-
ulation is followed, the findings from a cohort study are

Fig. 3 Case control study
design
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far more generalizable than that of a simple comparative
design (case series).

Randomized controlled trial

In an idealized experiment, identical samples are selected
and exposed to various treatments. The logic behind this
experiment is that, when all other factors that could be
related to outcome are identical except for the type of
treatment, then any difference in outcome is uniquely
and solely attributable to the type of treatment used. Of
all of the basic clinical research study designs, the ran-
domized controlled trial comes the closest to this
experimental ideal.

The key features of a randomized controlled trial are
the following: (1) recruitment of potential subjects and
screening for eligibility, (2) voluntary enrollment by
means of informed consent, (3) screening to exclude
those candidates for whom study participation would be
contra-indicated, (4) experimental allocation by means
of a random process, (5) pre-intervention assessment, (6)
intervention, (7) post-intervention assessment, and (8)
comparison of outcome between the study arms. To
assess treatment efficacy, outcome among those in the
intervention arm is compared with outcome among
those in the control arm at the end of the study (Fig. 5).

The statistical analysis in a randomized clinical trial
computes rates of outcome between the treatment
groups. When the outcome is continuous in nature (for
example, the Oswestry score, which is a index scale from
0 to 100) difference in outcome can be assessed using
analysis of variance statistical method. When the out-
come is categorical in nature (for example, the propor-
tion of individuals having ‘excellent’ outcome following
surgery) can be compared by calculating rate ratios. The

interpretation of a rate ratio, as used in a clinical trial, is
the same as that for a relative risk. A rate ratio of 1
means no difference in outcome between treatment
groups; rate ratios that diverge well away from 1 mean
the outcome experience between the treatment groups is
different.

Step 6: evaluate the methods used to control for bias and
confounding

Confounding is a factor that is associated with both with
treatment and outcome [45]. Confounding can mask the
observed statistical association between treatment and
outcome, either inflating the estimate or diminishing it.
For example, in a study comparing opioid patient con-
trolled analgesia with non-steroidal analgesia (NSAIDs)
following lumbar fusion surgery, Park et al. found that
individuals infused with a combination of ketorolac and
fentanyl were more likely to have delayed fusion than
those using fentanyl alone, and concluded that NSAIDs
were responsible for the delayed recovery [43]. However,
in Park et al. study, individuals using NSAIDs were far
more likely to smoke cigarettes than those taking opi-
oids. Smoking is thought to interfere with osteogenesis.
Since smoking in the study was associated both with the
treatment (opioid versus NSAID) and also outcome
(rate of fusion), smoking confounded the observed
association between analgesia and fusion.

Bias is the systematic misrepresentation of rates or
associations observed in a study [45]. Bias can be
introduced in the way subjects are recruited, data are
collected, or by using an incorrect statistical analysis
procedure for the study design used [45]. The common
methodological tools used to control for bias and

Fig. 4 Cohort study design
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confounding include: blinding, control of cross-over,
randomization, control of differential follow-up, and
correct statistical analysis.

Blinding

Blinding refers to whether or not the allocation status of
a study participant is known or not [38]. Blinding takes
place at several levels. For example, a research subject is
‘blinded’ when that person does not know which treat-
ment (the experimental or control) they are receiving.
An independent evaluator, used to obtain measures of
outcome during follow-up, is ‘blinded’ if that person
does not know what kind of treatment the subject has
received. Finally, the treating physician/clinician is
‘blinded’ if that person does not know the kind of
intervention a particular research subject is allocated to
receive. The terms ‘single’, ‘double’ and ‘triple’ blinding
have been used to describe concealment of treatment
allocation in a study. However, a recent survey found
that these terms are not interpreted consistently among
readers, for example some individuals thought ‘double
blinded’ meant that the research subject and the out-
comes evaluator are blinded to treatment status, whereas
others interpreted ‘double blinded’ as meaning the sub-
ject and the treating clinician were blinded to treatment
status [46]. Consequently, the terms ‘single’, ‘double’ or
‘triple’ blinded in themselves have little meaning; a good
quality study will fully and completely describe the
means of concealing treatment allocation [46].

Blinding serves two purposes. First, it helps ensure
that the nature of the treatments remain distinct and
separate between the intervention and control arms of
the study [38]. For example, if the subject knows the

study arm to which they belong, there can be a tendency
to seek out the treatment being administered in the
opposing arm. When this happens, the distinction
between the treatment and comparison arm blurs,
reducing the internal validity of the study. This phe-
nomena is called ‘cross-over’, which will be discussed
shortly.

The second purpose of blinding is to limit prevari-
cation bias and interviewer bias. Prevarication bias
occurs when a study subject over- or under-estimates
outcome because of knowledge of the kind of treatment
they had received. There can be any number of reasons,
for example, a subject may subconsciously feel the need
to provide answers pleasing to the interviewer or study
coordinator, or the subject may feel that there is some
secondary gain from consciously mis-reporting their
clinical status. Interviewer bias occurs when a clinical
outcomes evaluator subconsciously or deliberately
influences responses from a subject because of an
awareness of which treatment the subject has received. A
study can be particularly susceptible to interviewer bias
when the same person who provides treatment in a study
is also the same person who evaluates outcome at the
end of the study. Because clinical personnel have an
interest in outcome of a patient, it is likely that person
will not be able to fairly evaluate the outcome of the
subject. For this reason it is important that outcomes be
evaluated by an independent person who has no
knowledge of the treatment status of the subject.

Blinding may be very difficult to maintain in studies
comparing surgical and non-surgical treatments. For
example, it is difficult to conceal a scar from a patient,
and some trials, as a policy, reveal the type of implant to
the subject [8, 20]. However, the effect on study findings

Fig. 5 Randomized controlled
trial
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from lack of blinding is not trivial. One study found that
in studies not using full blinding, estimates of treatment
effect were exaggerated by about 19% (32) [37]. Yet, few
studies report the degree to which blinding was main-
tained during the course of the study [31].

How can we know whether blinding was maintained?
One technique used is to ask the study participant, at the
end of the study, which treatment they thought they had
received. The response is graded on scale ranging from
‘treatment’, ‘control’ and ‘do not know’. A statistical
test compares what the subject guessed they had received
against their actual treatment allocation. If blinding was
maintained, the test would show a random distribution
among those guessing correctly and those guessing
incorrectly, that is, about 50% guessing correctly. If
blinding was lost, then the proportion guessing correctly
would be expected to be different from 50% [4].

Good outcomes studies will report on the kind of
blinding that was employed. At a minimum, an inde-
pendent outcomes evaluator, who does not know what
kind of treatment the patient has received, should be
used. The clinician who provides treatment must never
also assess outcome. Whenever reasonably possible to
do, the patient themselves should be blinded to the
treatment that they have received. Finally, a good out-
comes study will report in the Discussion section of the
paper how blinding (or lack thereof) could have poten-
tially affected the findings of the study.

Control of cross-over

If the subject knows the study arm to which they belong,
there can be a tendency to seek out the treatment being
administered in the opposing arm. When this happens,
the distinction between the treatment and comparison
arm blurs, reducing the internal validity of the study.
This phenomena is called ‘cross-over’.

Cross-over is a modest methodological issue in
studies comparing different kinds of implant technolo-
gies, for example when comparing instrumented and
non-instrumented fusion. This is because the rate of
salvage or revision of spinal implants is low, so the
opportunity to exchange one kind of spinal implant with
another is limited. However, cross-over is a significant
methodological issue when comparing surgical with
non-surgical management. A good quality trial will
report cross-over, study withdrawals and cases with
missing data. Useful information can be gleaned from
reasons why subjects withdrew from a study or other-
wise were unable to complete the study protocols.

Randomization

Randomization is an allocation procedure that theoret-
ically produces study arms where the overall group

characteristics are identical in all respects. This property
is guaranteed by the Central Limit Theorem, which
states in part that a random selection process will always
produce a sample whose average estimates the popula-
tion mean from which the sample is drawn [10]. Where
several groups are formed by random allocation from a
large pool of eligible subjects, the Central Limit Theo-
rem would lead us to expect that the groups would be
representative of the total pool of eligible subjects, and
by extension, similar to each other. When comparison
arms are equivalent in all respects except for the type of
treatment received, then the only conclusion that can be
drawn is that differences in outcome are attributable
solely to the type of treatment given. This logic is the
underpinning of why properly randomized controlled
trials are thought of as providing the strongest evidence
of treatment efficacy [10].

There are natural barriers to using randomization in
spine surgical trials [29]. One of the most important
barriers is the natural disinclination by the surgeon to
permit treatment to be left up to chance. Leaving
treatment decision up to chance can be thought of as
unethical, especially where the surgeon or the patient has
a particularly strong belief about the benefit of a par-
ticular treatment option. However, recent studies have
shown that significant bias can be introduced in ran-
domized controlled trials where the allocation schedule
is not concealed from the patients or clinicians [46].

Consequently, a good randomized controlled trial
will report: the method of randomization used, and
demonstrate the equivalence of the control and inter-
vention groups by comparing selected, baseline charac-
teristics.

Control of differential drop out during follow-up

It has been shown that measures of functional out-
come can be affected by differences in post-surgical
management following lumbar fusion [42]. To avoid
biasing comparison between study arms, randomized
controlled trials should employ uniform protocols for
post-surgical rehabilitation and management [14]. In
addition, problems with patient compliance can con-
found long-term findings, even when rehabilitation
protocols are carefully planned and implemented.
Research into patient compliance is evolving, but
current thinking is that deviations from prescribed
treatment reflect a process whereby a patient tries to
accommodate the requirements of treatment into the
context of their own, competing, life and situational
demands [22]. The protocols for post-operative man-
agement need to be clearly described in any study of
surgical intervention. For example does the post-
operative protocol of care include certain medication
and physical therapy.
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Studies can loose stochastic equivalence between
study arms when individuals in the study drop-out from
follow-up. Drop out can occur for a host of reasons, for
example, study participants may die, or move, or they
may decide to withdraw their voluntary consent. Cases
with missing or incomplete data can be considered a
form of drop-out. Study investigators may choose to
exclude participants from further follow-up if those
individuals require salvage, revision or replacement
surgery, or if medical conditions develop that preclude
them from continued participation in the study. In the
same way that a good trial reports a flowchart of indi-
viduals recruiting and enrolling into the study, a good
trial will report the number, characteristics and study
arm membership of those individuals dropped or lost to
follow-up.

Correct statistical analysis

Each study design has its own associated statistical
analysis procedure. The case control design expresses
associations in terms of the odds ratio; the cohort design
uses the relative risk; the clinical trial expresses associ-
ations in terms of rate ratios (for categorical outcomes)
or differences in mean values (where the outcome in
continuously scaled). The reader needs to review the
statistical analysis and ensure that, for the findings to be
statistically sound, that the statistical analysis method-
ology matches the study design. Important bias can
result where the analysis methodology does not reflect
the study design. For example, the use of a unmatched
analysis technique in a case control study where
matching is used can strongly bias the findings and
invalidate the conclusions drawn [45].

It is beyond the scope of this article to discuss the
specific techniques for conducting statistical analyses
appropriate for each study design. Numerous texts are
available for cross-sectional, [26] cohort, [11] case con-
trol [45] and randomized clinical trial study designs, [27,
38] and the reader is referred to these texts for more
information.

Step 7: determine if the study was adequately powered

There is a need to have sufficient numbers of subjects
enrolled in study to avoid drawing erroneous conclu-
sions from the statistical findings. The first error is when
the statistical analysis shows that there is a difference in
outcome between study arms when in fact differences in
treatment efficacy are negligible. This is referred to as a
‘Type I’ statistical error. The second statistical error is
referred to as a ‘Type II’ error and occurs when the
statistical analysis fails to demonstrate that a difference
in treatment efficacy exists when in fact the treatments

do produce decidedly different outcomes but the number
of subjects were too small. How many subjects need to
be enrolled to avoid these two different inferential
errors?

A study is sufficiently powered if the differences in
outcome the study investigator wishes to demonstrate is
larger than the study’s standard error [55]. The standard
error represents the range of possible ‘best guesses’ of
the average outcome score among those getting a par-
ticular treatment. A ratio, called the effect size, consists
of the difference in outcome the investigator wishes to
demonstrate (numerator) compared with the study’s
standard error (denominator).

The study’s standard error is inversely proportional
to the number of subjects enrolled. When the number of
subjects enrolled is high, the standard error is low. When
the number of study subjects is low, then the standard
error is high [55].

Studies have adequate statistical power when the
outcome differences are much larger than the standard
error. There are two ways to ensure a study has adequate
statistical power: define outcome differences that are
very large, or enroll large numbers of study subjects [55].

Usually a balance is drawn between the two. The
study investigator justifies how big a difference in
treatment outcome should be tested; a good outcomes
study will rationalize this choice by referring to the lit-
erature on the minimally clinically significant difference
(described earlier). Then the investigator will identify, by
means of a sample size calculation, the number of
research subjects required to demonstrate this minimally
clinically significant difference as statistically significant.

Consequently, to be of best use, clearly indicate the
reasons for sizing a study to detect a difference in out-
come between treatment arms of a given magnitude and
report the results of the sample size calculation that was
done in preparation for the study. We believe the best
way to determine a correct sample size is to conduct a
pilot study on selected outcomes.

Synthesizing information from multiple studies

Conclusions regarding treatment efficacy come from
synthesizing available evidence identified from system-
atic literature searches. There are multiple approaches to
synthesizing evidence, one of which can be labeled as a
‘systematic literature review’, and another that can be
termed a ‘best evidence synthesis’. The systematic review
is characterized by a thorough literature review which
grades the methodology of each of the studies included
in the review. Usually some sort of grading criteria for
each methodological element is developed for the review
effort. These grading criteria are agreed upon by the
individuals reading and rating the studies before the
systematic review takes place. For example, a typical
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way of rating ‘Blinding’ would be: ‘Single blinded’,
‘Double-blinded’, ‘No blinding’, ‘Not described’ [16].
Some systematic reviews conduct analyses of inter- and
intra-rater consistency in assigning grades, although this
practice, while desirable, is still uncommon [36]. Scores
from each of the methodological elements are added
together to form and overall quality score for the study.
The quality score represents, in essence, how confident
the reader can be that important methodological ele-
ments that limit bias and confounding are addressed by
the design of the study. Examples from the low back
pain literature include (but not limited to) the various
reviews from the Cochrane Back Pain group (such as the
review of surgery for degenerative lumbar spondylosis,
[31] multidisciplinary biopsychosocial rehabilitation for
chronic back pain, [33] and surgery for lumbar disc
prolapse [31] to name few), and evidence reviews of
common management techniques for low back pain [54].

The best-evidence synthesis, on the other hand, can
be thought of as a generalization of the systematic lit-
erature review. Whereas a systematic literature review
grades studies with regard to methodological rigor, the
best evidence synthesis combines evidence to summarize
what is currently known regarding risk factors, diagno-
sis, treatment and prognosis of a medical condition.
Some examples of best evidence synthesis for spine pain
include the Quebec Task Force on Spinal Disorders, [48]
the Quebec Task Force on Whiplash-Associated Disor-

ders, [49] the Paris Task Force on Back Pain, [3] and the
current ongoing Neck Pain Task Force [1].

Conclusion

This paper reviews some of the basic methodological
considerations when reviewing evidence from outcomes
studies, with particular reference to studies of spine
surgery. A suggested checklist for drawing attention to
key methodological issues is presented. The process of
critical evaluation of outcome studies does not neces-
sarily resolve controversy. For example, systematic
review, after nine randomized clinical trials, still has not
provided definitive evidence whether chronic, non-spe
cific low back pain is best treated with surgical or non-
surgical approaches, or which patient best benefit from
either approach [30]. Where one study has important
methodological flaws that limit the strength of the evi-
dence, other later studies can address these methodo-
logical limitations to test hypotheses. The process of
coming to consensus can be slow and difficult. However,
for the clinician, the immediate benefit of critical eval-
uation of the literature is to provide to patients the
strongest available evidence for making treatment
choices, but also to inform the patient in those situations
where weak (or no) evidence exists of efficacy of an
existing or new treatment.

References

1. The Bone and Joint Decade 2000–2010
Task Force on Neck Pain and its
Associated Disorders. Available at:
http://www.nptf.ualberta.ca/. Accessed
November 1, 2005

2. Summary minutes. Orthopaedic and
Rehabilitation Devices Advisory Panel,
United States Food and Drug Admin-
istration. Yaszemski MJ, Chairperson.
Gaithersburg, MD, June 2–3 2004

3. Abenhaim L, Rossignol M, Valat JP,
Nordin M, Avouac B, Blotman F,
Charlot J, Dreiser RL, Legrand E, Ro-
zenberg S, Vautravers P (2000) The role
of activity in the therapeutic manage-
ment of back pain. Report of the
International Paris Task Force on Back
Pain. Spine 25(4 Suppl):1S–33S

4. Bang H, Ni L, Davis CE (2004)
Assessment of blinding in clinical trials.
Control Clin Trials 25(2):143–156

5. Beaton DE, Boers M, Wells GA (2002)
Many faces of the minimal clinically
important difference (MCID): a litera-
ture review and directions for future

research. Curr Opin Rheumatol
14(2):109–114

6. Bereczki D, Gesztelyi G (2000) A
Hungarian example for hand searching
specialized national healthcare journals
of small countries for controlled trials:
is it worth the trouble?. Health Libr Rev
17(3):144–147

7. Bigos SJ, Bowyer O, Braen G (1994)
Acute low back problems in adults,
clinical practice guideline, No. 14. vol
AHCPR Pub 95-0642. U.S. Department
of Health and Human Services, Public
Health Service, Agency for Health Care
Policy and Research, Rockville, MD

8. Blumenthal S, McAfee PC, Guyer RD,
Hochschuler SH, Geisler FH, Holt RT,
Garcia R Jr, Regan JJ, Ohnmeiss DD
(2005) A prospective, randomized, mul-
ticenter Food and Drug Administration
Investigational Device Exemptions
study of lumbar total disc replacement
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