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Abstract
To increase image acquisition efficiency, we develop alternative gradient encoding strategies
designed to provide spatial encoding complementary to the spatial encoding provided by the
multiple receiver coil elements in parallel image acquisitions. Intuitively, complementary
encoding is achieved when the magnetic field encoding gradients are designed to encode spatial
information where receiver spatial encoding is ambiguous, for example, along sensitivity
isocontours. Specifically, the method generates a basis set for the null space of the coil
sensitivities with the singular value decomposition (SVD) and calculates encoding fields from the
null space vectors. A set of nonlinear gradients is used as projection imaging readout magnetic
fields, replacing the conventional linear readout field and phase encoding. Multiple encoding
fields are used as projections to capture the null space information, hence the term Null Space
Imaging (NSI). The method is compared to conventional Cartesian SENSitivity Encoding
(SENSE) as evaluated by mean squared error and robustness to noise. Strategies for developments
in the area of nonlinear encoding schemes are discussed. The NSI approach yields a parallel
imaging method that provides high acceleration factors with a limited number of receiver coil
array elements through increased time efficiency in spatial encoding.
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INTRODUCTION
Parallel imaging accelerates scan times by sharing the spatial localization duties between the
magnetic encoding fields and a receiver coil array (1,2). In a conventional Cartesian Fourier
reconstruction, orthogonal linear x- and y- gradients are used, with the number of phase
encoding steps determining the acquisition time. The acquired k-space data represents a
collection of coefficients specifying Fourier basis functions. For Cartesian parallel imaging,
reconstruction starts from an undersampled k-space data set whose reduced k-space
coverage leads to aliasing. Aliasing may be unwrapped through knowledge of the aliased
pixels in the spatial domain (SiMultaneous Acquisition of Spatial Harmonics SMASH and
SENSE) or filling in missing k-space coefficients from a local neighborhood (Generalized
Auto-calibrating Partially Parallel Acquisition GRAPPA) (3–5).
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The use of acquired parallel data to unwrap aliasing artifacts in the image domain or spatial
domain has been extensively studied (6). In one generalization, the set of applied linear
gradients can be collected into a matrix equation where an encoding matrix acts on the spin
density vector to produce data. Repeated small matrix inversions can be performed to solve
for individual pixels in a SENSE-like reconstruction (7). In general, these un-aliasing
techniques, as evaluated through noise amplification metrics such as geometry factor (g-
factor) maps in SENSE, improve as the number of receiver coil elements increase (8).

The development of coil arrays with more and more receiver elements has chiefly driven
increases in acceleration factor. However, increasing the number of receiver coils faces
diminishing returns due to both increasing cost and coupling issues associated with more
and smaller coils. The NMR phased array designed by Roemer et. al. used overlapping coils
and low input impedance preamplifiers to eliminate mutual inductance and interference
respectively (9). Computer modeling of SNR by Lawry et. al. showed that while small
surface coils provide improved SNR at regions close to the coil, large coils improve B1
uniformity and SNR at depth (10). Recently, a state-of-the-art array featured 128
hexagonally overlapping loops to mitigate inductive coupling, bazooka baluns for
transmission line impendence matching, and resonant common mode traps (11). While there
have been significant advances in receiver coil arrays, uniform mode acquisitions have
spatially homogeneous SNR, reduced transmission line losses, and reduced hardware failure.
The ability to perform parallel imaging provides a strong incentive to use coil arrays, but
may not be enough of an incentive to balance the increasing costs associated with higher
element counts. The work presented here attempts to improve acceleration factors, not by
adding more coil elements, but through reconsideration of the shared responsibilities of
spatial encoding performed by the magnetic field gradients and the receiver coil arrays. This
work attempts to directly link the spatial encoding provided by the receiver coils and the
magnetic field gradients to design a more efficient encoding strategy.

The overarching premise of this work is that if one is to perform parallel imaging and thus
use the receiver coil sensitivity profiles to perform some spatial encoding, then phase
encoding and linear readout magnetic field gradients may not represent the best approach to
complement the spatial information provided by the receiver coils. For example, in the case
of a circumferential receiver coil array, the nonlinear receiver sensitivity profiles suggest
rotationally symmetric magnetic field encoding gradients for encoding fields designed to
disambiguate coil sensitivity isocontours, and efficiency gains have been demonstrated with
such a system via O-space imaging (12)

Both O-space imaging and PatLoc imaging (13–15), have demonstrated the utility of
nonlinear encoding fields. PatLoc imaging was developed as a means to reduce peripheral
nerve stimulation during gradient ramping through the use of arbitrary orthogonal nonlinear
encoding fields with the added advantage of increased peripheral resolution. O-space

imaging uses the Z2 spherical harmonic field, where Z2 is short-hand for , to
image with an encoding field that is complementary to the coil sensitivities, but with field
shapes optimized through manual search. O-space imaging moves the center placement of
the Z2 gradient using linear x-and y- encoding fields to form different projections that
complement the coil sensitivities.

This work introduces a more generalized form of O-space imaging where the encoding
gradients are now designed directly from the coil sensitivity profiles. More specifically, the
gradient encoding fields form a set of fields that span the null space of the receiver
sensitivity profiles, and hence the term Null Space Imaging (NSI). This leads to a projection
imaging approach that uses a combination of linear and higher order spherical harmonic
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encoding fields for spatial encoding. These fields, derived from the coil sensitivity profiles,
form a set of projection gradients that have varying spatial patterns. Each echo, instead of
having different phase encoding as in Cartesian SENSE, now has a different projection
gradient selected from the set spanning the null space of the receiver coils. In NSI, the user
begins with a receiver coil array designed for parallel imaging applications and derives a set
of projection gradients that are complementary to the spatial encoding provided by the
receiver coil array. The number of different projection gradients that are used is equivalent
to the number of phase encode gradients used in conventional parallel imaging.

The sharing of encoding duties between the receiver coils and the gradient encoding
functions may be formalized using a linear algebra approach. First, a singular value
decomposition (SVD) operation divides a matrix composed of the vectorized coil
sensitivities into orthonormal matrices, providing information on the action of the operator
in algebraic space (16). Lin et. al. performed an SVD on the coil sensitivities and examined
the orthogonal column vectors representing the column (range) space to produce orthogonal
phase encode and readout gradients for PatLoc imaging (17). While the SVD can derive
orthogonal encoding fields for phase encoding and readout, the SVD analysis in NSI creates
projection imaging gradient fields covering the null space of the coil array, where spatial
information is poorly encoded. In an application of NSI, the design principles need only be
applied once for a given receiver coil arrangement, acquisition matrix size and orientation,
and then a set of encoding fields can be applied to subsequent imaging sequences with
similar parameters.

During the data acquisition, NSI encoding fields encode detail poorly captured by the coil
array, namely information residing in the coil array null space. As the feasible encoding
shapes in free space must be limited to solutions of Laplace’s equation, ∇2φ = 0 (18),
combinations of realizable spherical harmonics are used to approximate the derived
encoding functions that in the current formulation may not otherwise be achievable.
Spherical harmonics are well-characterized fields that have been realized in past coil designs
for B0 shimming (19).

Experimental validation of the NSI approach is shown for data acquired with a pulse
sequence analogous to a gradient echo projection imaging sequence, but in this case using a
gradient system with a second order Z2 term in addition to the standard linear x- and y-
gradients. The performance of NSI is measured relative to Cartesian SENSE through mean
squared error (MSE) measurements, noise amplification tests, and point spread function
(PSF) maps (20–24). The results demonstrate that NSI enables efficient image acquisition at
accelerations exceeding the number of receiver coil elements.

THEORY
Deriving Gradient Encoding Fields

In the following section we define the encoding fields, G, to be used for spatial encoding via
projection imaging spanning the null space of the receiver coil profiles matrix, C. The coil
sensitivity profiles are first vectorized such that for an Nx x Ny = N imaging matrix and L
receiver coils, one forms a L x N matrix C, with each row containing the sensitivity profile
for one receiver element. The gradient field matrix G has dimensions K x N, where K
represents the total number of echoes observed. An orthogonality constraint used here
specifies that the dot product between the coil sensitivity and an ideal encoding shape should
be zero. Furthermore, an ideal set of gradient encoding fields would consist of an orthogonal
set of gradients such that each gradient field encodes independent information. These two
constraints can be written formally as,
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Eq. [1]

Eq. [2]

Here l-th, i-th and k-th represent specific coil and encoding functions respectively, and δik is
the Kronecker delta. For example, Gi represents a single readout projection imaging field
with dimensions Nx x Ny that imposes phase during an echo as exp(−j2πγGit). In order to
determine a set of encoding fields, we find the vectors that are mapped to zero when acted
on by the coil sensitivity matrix C. The SVD factorization yields a set of orthogonal vectors
that spans the null space of C.

Eq. [3]

Here, U and V are factorization matrices with dimensions L x L and N x N respectively, VH

denotes the transpose conjugate of V, and Σ is a diagonal matrix containing the singular
values with dimensions L x N. By a property of the SVD, the null space V0 is formed by the
sub-matrix of V with columns starting after the L-th column. There are many potential sets
of fields that span the null space since there is no unique basis set for the vectors that are
orthogonal to the coil profiles (the many valid basis sets would be related to each other
through a linear transformation), but each basis set covers the null space. In order to
generate gradient shapes, the vectors must be interpreted as encoding fields. Taking the
argument to solve the set of gradient fields:

Eq. [4]

The resulting analysis gives N - L encoding functions. Thus an eight coil (L =8) 128×128
image matrix would yield a set of (128×128) −8 = 16376 encoding magnetic field gradient
shapes. It may be difficult to image with all the vectors in the null space, which is for
example (128×128) by (128×128 − 8). Instead, using the SVD analysis allows one to find
vectors that satisfy the orthogonality constraint (Eqns. 1 and 2) that yield a set of singular
value ordered gradient shapes, G. A second decomposition allows the consideration of the
column (range) space of G and provides a singular value ordering of the encoding fields as
described in the next section.

Encoding Fields
In practice, the SVD of G can be computationally difficult due to the large N x N matrix
(e.g. for a 256×256 image, N x N has nearly 4.3 billion elements). This set can be greatly
reduced by applying a fast SVD method known as the Lanczos SVD, which provides
accurate estimates of orthogonal singular vectors up to 32 using reorthonormalization (25).
Only the highest singular values and associated singular vectors are then used as projection
imaging gradient fields. The Lanczos SVD of the set of encoding fields matrix, G is:

Eq. [5]

Here, Ũ and Ṽ are partial factorization matrices with dimensions N x K, and S is a diagonal
matrix containing the relative singular values with dimensions K x K. The number of
projections or encoding fields, K, is equivalent in time to the number of phase encode steps
to be used in a Cartesian Fourier sequence. The value K is chosen based on the desired
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acceleration and is an input to the Lanczos SVD. The columns in Ũ approximate the column
(range) space of G. The gradient fields defined in the columns in Ũ are used as projection
imaging readout gradients in any spin- or gradient- echo sequence, and phase encoding is
eliminated.

For physically realizable encoding fields, a set of in-plane spherical harmonics (up to any
order, constrained only by the available gradient hardware) can be used to approximate the
encoding fields in Ũ using a least squares fit. As a check on this formalism in the limiting
case where the coil sensitivity profile is uniform, this NSI approach yields linear fields. The
encoding fields derived from the SVD operation above are unconstrained and therefore may
contain field transitions or shapes that may not be physically realizable. Thus the field
shapes generated by this formalism, while promising, are an approximation to an ideal set of
projection imaging gradients.

METHODS
Overview

Once the set of NSI encoding fields are generated according to the procedure outlined
above, the encoding fields corresponding to the highest singular values can be selected for
imaging. For the work presented below, spherical harmonic magnetic gradient functions, up
to second order, were used to approximate the target gradient shapes derived from the SVD.
The more gradient shapes the hardware is capable of generating, the better the fit can be to
the idealized encoding fields. For the scanner experiments, a Z2 gradient insert from
Resonance Research Inc. provided nonlinear imaging capabilities and thus our
approximation of the ideal gradient shapes included linear x- and y- gradients and this Z2
term.

Simulations
A set of simulated receiver coil sensitivity profiles were derived using analytical expressions
for circumferentially arranged microstrip RF detectors (26). The Lanczos SVD described
above was implemented in the PROPACK software package
(http://soi.stanford.edu/~rmunk/PROPACK/) in MATLAB® (Natick, MA). A range of
conditions including different levels of noise, acceleration factors and readout sampling
rates were tested. The pulse sequence is shown (Fig. 1). It is a slice-selective spin echo
sequence with the phase encoding gradient removed and a different nonlinear imaging
gradient for each readout. Each echo represents a projection of the object onto a unique
gradient shape. A fully-sampled axial brain image and a specially designed numerical
phantom were used (Fig. 2a,b) to generate the spin densities, and simulations performed
with the simulated coil sensitivities (Fig. 2c). The numerical phantom contained four
contrast levels and was designed with the smallest features towards the center – a region
nonlinear methods tend to find challenging to image. The approximation of the ideal NSI
gradients used a combination of first and second order, non-degenerate in-plane shapes (all
achievable with current gradient technology) as shown in Fig. 3. In all cases, a spin echo
sequence was used, phase encoding was eliminated, and the NSI projection imaging
gradients were used to dephase and rephase (readout) the spins to form an echo. The image
plane was a transverse slice at isocenter. A set of echoes, one for each pulse sequence
repetition (TR), was simulated with each echo arising from the application of a different NSI
gradient term selected from the set of terms calculated using the SVD process described
above.

We compared the performance of the NSI method relative to different methods of generating
nonlinear gradient terms in addition to testing NSI against Cartesian SENSE encoding.
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Encoding fields were generated using approximations to fields produced through an SVD on
randomly weighted spherical harmonic fields and combinations of spherical harmonics with
pseudo-random weighting, samples of which are shown in Fig. 4. The pseudo-random
encoding fields were weighted such that linear encoding fields contributed at least 60% of
the bandwidth, which improved reconstructions. For the comparison, the SVD was
performed on spherical harmonic shapes and the encoding fields corresponding to the
highest singular values were approximated. Reconstructions were compared via mean square
error (MSE) between the accelerated acquisition reconstruction and the original true image.

Data for the simulations was generated starting with a base image matrix of 128×128 data
points. NSI reconstructions were compared to SENSE reconstructions at acceleration factors
of R=4 (32 phase encodes for SENSE and 32 NSI projections for NSI) and R=8 (16 phase
encodes for SENSE and 16 NSI projections for NSI) – hence comparisons at each
acceleration factor were time-equivalent comparisons. The Cartesian sampled data was
generated by applying a 2D FFT to the phantom image and subsampling the data in the
phase encode direction according to the reduction factor. Highly accelerated acquisitions
with R=16 and 32 were also investigated. At high acceleration factors, Cartesian SENSE
imaging cannot reconstruct images due to the number of aliased points exceeding the
number of receiver coils. For the accelerated NSI scans, the sampling rate (readout) was
held constant at 512 samples. The encoding field strength was calculated such that the
frequency bandwidth was at least equal to twice the sampling rate, the Nyquist relation
(specifically 2πγ*Gi = 2*Ns/Ts was used).

Whole body Gaussian noise was added to the phantom prior to filtering with the coil
sensitivity profiles and hence noise was correlated across the different coil channels. The
level of injected noise was chosen as a percentage of the mean intensity in the phantom.
Noise amplification in the SENSE reconstructions was tempered using Tikhonov
regularization via a truncated SVD of the aliasing matrix (27). Since NSI does not employ
conventional phase encoding, the data do not reside in k-space, and a 2D FFT reconstruction
approach cannot be used. NSI reconstructions were performed using the Kaczmarz iterative
algorithm, an algebraic reconstruction technique (28), which requires only one projection to
be processed at a time. Each echo represents a projection of the object along isofrequency
contour lines of the particular nonlinear read gradient used in the echo. The method here
employs the same reconstruction workflow as previously described for O-space imaging
(12).

Further reconstructions explored the possible benefits of increasing the sampling rate of
each echo. The NSI readout sampling rate was increased to four times the base rate with
noise added to the phantom prior to filtering with the receiver profiles to mimic the
increased sampling bandwidth. For image resolution analysis, PSF maps were made by
reconstructing point sources on a background of white noise and taking the full width half
max of the PSF. With the scanner data, noise was added to the original gradient echo image
to test the robustness of the imaging and reconstruction methods.

Imaging Experiments
Imaging experiments were performed on the Siemens 3T Trio scanner using a gadolinium
doped water phantom and an orange. A gradient echo imaging experiment was performed
using a Z2 gradient insert from Resonance Research Inc. SENSE images were reconstructed
using data from the conventional gradient echo acquisition. SENSE images were regularized
as described above. Imaging parameters were TE = 10ms, TR = 500 ms, Hz/px = 390, FOV
= 10 cm, Ns = 128, slice thickness = 3mm, and flip angle = 30°. The image plane was set as
a transverse slice at isocenter. The Z2 gradient from Resonance Research Inc. was triggered
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using TTL pulses from the Siemens scanner and the gradient waveforms were controlled
using a Dynamic Shim Unit controller (29).

To empirically measure the encoding fields with each time point, a chemical shift imaging
experiment measured the phase at each time point of an acquisition on a uniform phantom
(21–24). The phase images performed on a uniform phantom were used to generate the
encoding parameters used in the Kaczmarz reconstruction. Encoding parameters are
sequence dependent, rather than object dependent. In practice, the parameters need to be
determined for any gradient waveform only once for the given imaging parameters and then
these parameters may be used to reconstruct any object. Imaging parameters for measuring
the phase induced by the encoding fields were the same as for the imaging experiment
except that the TR was shortened to 80 ms. A phantom comprised of various tubes with
doped water and an orange were imaged, and these were reconstructed using the encoding
parameters acquired on the uniform phantom.

RESULTS
NSI Encoding Fields

In contrast to the linear encoding fields in Cartesian SENSE, the encoding fields generated
for NSI possess symmetry that reflects in part the receiver coil sensitivity profile geometry.
The NSI target fields before approximation possess a radial symmetry that reflects the coil
geometry, namely sectioning the areas demarcated by the coil sensitivity maps (Fig. 3a). The
noise simulation results are shown (Fig. 4), which test for stability in MSE with respect to
random noise that is added to the phantom. Box plots were generated using 20 sets of
random noise with each given gradient set to visualize the MSE. The two SVD methods of
calculating the projection field gradient terms have lower MSE as well as smaller variation
in the MSE (Fig. 4a,b). NSI is better than the other methods with the range of MSE
(visualized as whiskers in the box plot) below the range from the other methods (Fig. 4d).
Simulation results of nonlinear imaging compared with several other existing acceleration
methods previously have been presented for the case of O-space imaging (12). As NSI was
designed to generalize the O-space imaging approach, these comparisons are not duplicated.

SENSE comparison: Noise and Acceleration
Comparisons with SENSE reconstructions illustrate that NSI has lower MSE at high
acceleration factors (Fig. 5). At the center, the numerical phantom SENSE reconstructions
obscure small lesion-like features. Algebraic reconstruction of the Cartesian parallel imaging
acquisition was performed to ensure that this result is not a function of the reconstruction
algorithm, but the result, albeit requiring more time, was similar to regularized SENSE
reconstructions. The differences become pronounced at high acceleration rates, where g-
factor noise amplification dominates.

High sampling
The effect of increasing sampling in the readout direction in NSI is shown (Fig. 6). Due to
the 2D variation in nonlinear encoding fields, increasing sampling in the readout leads to
additional information in both the in-plane dimensions. The figure shows increasing
reconstruction quality for NSI at higher sampling. This is an important advantage as there is
no cost in terms of imaging time for this additional sampling as long as the gradients are
sufficiently strong. This is not the case with Cartesian SENSE where the fold-over artifacts
are in the phase encode direction. Increased sampling in the readout direction does not help
with the fold-over artifacts. This represents one of the major advantages of approaches that
use frequency encoding in both in-plane directions.
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Resolution Effects
The resolution obtained with NSI is not uniform and thus construction of a simple g-factor
map is difficult. The point spread function (PSF) maps for both SENSE, which has constant
resolution across the FOV, and NSI, which has variable resolution across the FOV, are
shown (Fig. 7). It is clear that SENSE has a sharper PSF that better approximates the ideal
delta function at R=4 while the NSI PSF is sharp near the outside edges of the image, where
the gradients are sharpest, but suffers from a loss of resolution near the center of the FOV.
Much of this loss of sharpness however can be regained by higher sampling in the readout
(Fig. 7c), with no time penalty (see also Fig. 6). In practice, there is an SNR limit to this
increased readout sampling and this is determined by the magnet strength, pulse sequence,
and subject properties.

Imaging Experiments
The imaging experimental results for the orange and the tube phantoms are shown (Fig. 8).
The reference fully phase-encoded image shows seeds and sections of the orange. In order to
show a variety of high acceleration factors, several NSI images are shown along with a
SENSE R=6 image. At accelerations above R=6, the SENSE reconstruction amplifies noise
that saturates the image and thus SENSE reconstructions for accelerations above R=6 are not
shown. For NSI acquisitions at very high acceleration factors, R =16 and R=32, reasonable
image quality is preserved although the phantom images begin to degrade and show
dispersed artifactual signal outside the tubes. The R = 6 and 8 NSI images show the sections
of the orange are distinct and the seeds of the orange near the center of the FOV can be seen.
Adding white noise to the data collected further reveals that NSI resolves features better
even at high noise levels (Fig. 9). With no added noise, the NSI scan shows some evidence
of image degradation at R=6, but individual orange slices still can be resolved. When the
noise added reached 10%, the SENSE reconstruction amplified the noise to the extent that
no reasonable image could be reconstructed.

DISCUSSION
The principle goal of NSI is to develop a methodology for designing a gradient encoding
scheme that is derived directly from the receiver coil sensitivity profiles in an effort to
optimize the efficiency of spatial encoding in parallel imaging applications. The efficiency
arises from the shared encoding between the receiver coils and the spatially varying
magnetic encoding field. Simulation and experimental results indicate that using a set of
second order nonlinear encoding fields designed to complement the spatial encoding of a
receiver coil array allows one to achieve higher accelerations than conventional Cartesian
SENSE.

The improved acceleration performance of this approach arises because of efficiency gains
obtained when the spatial encoding is shared between the receiver coil array and the
magnetic field gradient encoding. NSI also benefits from the 2D nature of the isofrequency
contours present during each echo acquisition. Raising the sampling rate in Cartesian
imaging increases resolution only in the readout direction. Such a procedure is generally not
performed since the limiting problem is the fold-over artifact in the phase encode direction,
which increasing resolution in the readout direction does not address. The 2D frequency
encoding in NSI shows substantial benefits from high sampling in the readout.

There are several improvements that may be made to the SVD approach presented here for
determining the complementary gradients. As derived above the ideal gradients are
calculated without consideration of Maxwell’s equations such that physically unrealizable
gradient shapes may arise, and then a second step is required to approximate these “ideal”
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gradients with shapes that can be achieved with the available hardware. While this approach
has demonstrated excellent performance, it is not at all clear that these approximate shapes
are the best that can be achieved. Work is currently underway to incorporate constraints such
that the ideal gradient set calculated is one that is also achievable with the available
hardware. Secondly, the Lanczos’ SVD is accurate only for a limited number of gradient
terms (K < 32), and thus for high-resolution imaging, this approach will not generate a large
enough gradient set. Therefore, more efficient matrix methods for deriving the gradient
terms must be found. While not explored in this work, moving to a larger set of spherical
harmonic gradient terms may lead to natural efficiencies in 3D imaging since such terms
form an orthonormal 3D basis set. This requires further investigation however as the
receiver coil geometry is typically not spherically symmetric.

As highlighted in Fig. 7, the PSF in NSI is non-uniform and variable throughout the FOV
with the sharpest PSF near the edges of the FOV and the widest PSF in the middle. This can
be partially compensated for by increased sampling in the readout, which also reduces the
artifacts associated with high acceleration levels (Figs. 6 and 7). The non-uniformity of the
PSF may also be turned into an advantage as the encoding strategy could potentially be
designed to enhance a specific region of an image within a FOV – for example in a cardiac
imaging applications where the resolution may be maximized for the heart but lower
elsewhere.

While NSI can lead to higher acceleration factors for a limited number of receiver coils, the
approach does require additional gradient hardware including either a gradient insert or
additional nonlinear gradients built into the body coil, gradient controllers, and amplifiers.
Once such gradients are calibrated, and the gradient terms calculated for any specific array
of receiver coils, this approach is general and can be applied to almost any pulse sequence.
This is a projection imaging approach and thus the set of gradients that are derived using this
approach are simply played out as projection imaging gradients with each projection using a
different gradient field from the set of complementary fields.

There are significant differences between the method by Lin (17), where the SVD of the coil
matrix is taken, and the NSI method. Lin used the first L, where L is the number of coils,
vectors in V, a SVD factorization matrix, to generate orthogonal imaging gradients for
PatLoc imaging. NSI uses the null space, which are the vectors remaining after the first L
vectors in V, to generate the encoding fields. The first L vectors in V do not inform the
spatial information omitted by the coil array. The NSI process begins with the sensitivity
profiles of a given multichannel receiver coil to form a set of encoding fields that
complement the coil array. By inspecting the null space, encoding fields are calculated for a
given receiver coil array and image resolution and are not subject or object specific. While
NSI allows high acceleration factors to be achieved without moving to large arrays of
receiver coils, increasing the number of receiver channels is expected to allow even higher
accelerations with NSI just as in other parallel imaging methods due to the additional spatial
encoding provided by having more and smaller receiver elements.

Both the simulations and the experimental data shown here focused on an 8-element receiver
coil array and with this receiver geometry we found that 1st and 2nd order spherical
harmonic terms significantly increased the efficiency of the data acquisition. We have also
investigated adding higher order spherical harmonics, e.g. 3rd and 4th orders, and with the
particular geometry chosen, but substantial benefits from these additional terms were not
observed (30). It could be the case however, that with smaller receiver coil elements and
more of them the ideal complementary gradient shapes may well benefit from additional
higher order gradient terms and this is another topic for further investigation.
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In all of the examples presented we used basic Cartesian SENSE to benchmark the NSI
approach. It is clear that SENSE has undergone many advances since its first introduction
including generalization to arbitrary k-space (31) and self-calibration (32) for example.
Many of the techniques that have been used to improve the performance of basic SENSE
imaging can also be applied to the NSI approach. While the experimental results shown here
were obtained using NSI with a conventional gradient echo sequence, because of the general
nature of the encoding strategy many more sophisticated pulse sequence designs as in Echo
Planar Imaging (33), Rapid Acquisition with Refocused Echoes (34), and Steady State Free
Procession (35) could be adapted to acquire data using the NSI strategy.

In summary, this work presents a novel strategy for highly accelerated parallel imaging by
redesigning the gradient encoding process such that it provides spatial encoding information
complementary to that provided by the receiver coil array. This opens up another degree of
freedom in pulse sequence design and leads to a customized magnetic field gradient
encoding strategy that is designed to complement the particular receiver coil array to be used
for image acquisition. Consideration of both the gradient encoding and the receiver array
spatial encoding may give rise to novel gradient designs and lead to changes in receiver coil
geometries in order to maximize efficiencies further. The NSI approach allows for higher
acceleration factors than conventional parallel imaging with linear encoding fields and
SENSE reconstruction, while needing only a limited set of receiver coils.
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Fig. 1.
The pulse sequence for Null Space Imaging. The sequence is analogous to a spin echo
sequence, but instead of a linear readout gradient, nonlinear encoding fields (G1 to GK) are
used as projection imaging gradients. The total number of projections or encoding fields, K,
is equivalent to the number of phase encode steps to be used in a typical Cartesian Fourier
sequence.
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Fig. 2.
(a,b) Numerical phantom and brain images used in the simulations. The phantom has four
contrast levels with the smallest features near the center. (c) Sample microstrip array coil
sensitivity maps (one for each of the eight strip receivers) used for parallel detection during
imaging.
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Fig. 3.
(a) The first nine target encoding shapes generated by NSI for a sixteen element coil array.
The target fields are approximated by the gradients in (b) using a least squares fit. (b) A set
of magnetic fields used for nonlinear projection imaging up to the second order in-plane
non-degenerate fields. From left to right, the spherical harmonics by common names: X, Y,
Z2, C2, S2, Z2X, Z2Y, X3, and Y3. Fields are in Tesla normalized from 0 to 1 T, and scaled
to satisfy the Nyquist sampling criteria during imaging.
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Fig. 4.
Several sets of nonlinear encoding shapes were generated to compare different NSI
encoding schemes. First and second order gradient shapes generated by (a) approximation to
NSI targets, (b) encoding shapes generated from an SVD on randomly-weighted 1st and 2nd
order spherical harmonic shapes, and (c) an example of gradients generated with random-
weighted spherical harmonics. For the random case, a new gradient set was generated for
each trial. Fields are in Tesla normalized from 0 to 1 T. (d) Using the gradient sets of (a),
(b), and (c), MSE in the reconstructed image relative to the true image is shown after 20
iterations with random noise added to the image phantom as correlated whole body noise.
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Fig. 5.
NSI images and regularized Cartesian SENSE images are presented at different acceleration
levels for an eight-element coil array. The Cartesian SENSE image shows noise
amplification related to the geometry of the coils. No SENSE images are possible at
acceleration factors greater than the coil number since the pseudo-inverse reconstructions
are ill-conditioned.
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Fig. 6.
Simulations demonstrating the effect of increasing the readout sampling in NSI. Imaging
time is held constant. The NSI method benefits from the increase in sampling in the readout
due to the 2D nature of the encoding fields whereas in the case of Cartesian sampling there
is no reduction in the foldover artifacts with increasing sampling in the readout. With an
algebraic construction scheme, additional data contributes information towards the image. In
practice, increasing the readout samples is limited by gradient strength and bandwidth or
noise issues but the range simulated here is well within reach of clinically relevant gradient
amplitudes. This example shows that increased sampling in the readout allows for very high
acceleration factors to be obtained while still maintaining excellent image quality.
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Fig. 7.
NSI produces images with nonuniform resolution and thus traditional g-factor maps cannot
be used to assess different acquisition schemes. Here, point spread function (PSF) maps at
R=4 acceleration factor for (A) Cartesian SENSE (where the PSF is constant across the
FOV), (B) NSI with Ns =128 (readout sampling), and (C) NSI with Ns = 256. Notably, the
PSF map of NSI improves with additional readout sampling due to the nonlinear field
encoding in 2D.
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Fig. 8.
The first true NSI mages acquired of an orange (top row) and a phantom consisting of
multiple tubes containing doped water. A full data set (128×128) was acquired and then
higher acceleration factors were made for the NSI data by omitting increasing numbers of
projection gradients, e.g. the R = 16 corresponds to the first 8 most significant encoding
shapes as determined by the SVD, and by skipping phase encode lines in the SENSE
reconstructions. NSI and SENSE are compared at equivalent acquisition times for the R=6
acceleration factor, but no SENSE image could be reconstructed at acceleration factors
above 6 so only NSI results are shown.
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Fig. 9.
Reconstructions of an orange are shown at R=6 under different levels of additional
correlated whole body noise. Noise was added directly to a fully sampled data set. NSI is
robust to the noise as it uses an algebraic reconstruction technique, and the noise adds no
error to the encoding information. Cartesian SENSE amplifies the noise during matrix
inversions for each position. Matrix inversions become ill-conditioned as the acceleration
factor approaches the number of coils, and therefore the noise is amplified.
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