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Abstract
Aim—To conduct a systematic review of the methods and performance characteristics of models
developed for predicting the onset of psychosis.

Methods—We performed a comprehensive literature search restricted to English articles and
identified using PubMed, Medline, and PsychINFO as well as the reference lists of published
studies and reviews. Inclusion criteria involved the selection of more than one variable to predict
psychosis or schizophrenia onset, and subjects at familial or clinical high risk. Eighteen studies
met these criteria, and we compared these studies based on the subjects selected, predictor
variables used and the choice of statistical or machine learning methods.

Results—Quality of life and life functioning as well as structural brain imaging emerged as the
most promising predictors of psychosis onset, particularly when they were coupled with
appropriate dimensionality reduction methods and predictive model algorithms like the support
vector machine (SVM). Balanced accuracy ranged from 100% to 78% in four studies using the
SVM, and 81% to 67% in fourteen studies using general linear models.

Conclusions—Performance of the predictive models improves with quality of life measures, life
functioning measures, structural brain imaging data as well as with the use of methods like SVM.
Despite these advances, the overall performance of psychosis predictive models is still modest. In
the future, performance can potentially be improved by including genetic variant and new
functional imaging data in addition to the predictors that are used currently.

Introduction
The term psychosis represents several symptoms of mental illness characteristically elicited
in a person experiencing a psychotic episode and includes a loss of contact with reality,
hallucinations, delusions, disorganized speech or behavior, changes in personality, and
impaired insight 1, 2. Psychotic symptoms may appear in many mental disorders; however, it
is a key feature in schizophrenia spectrum disorders such as schizophrenia, schizoaffective
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disorder, delusional disorder, substance induced psychotic disorder and brief psychotic
disorder 3, 4. All of these psychotic disorders exhibit a complex set of symptoms that
eventually determine the diagnostic category. For example, schizophrenia is characterized
by positive symptoms which include hallucinations, paranoia and delusions, and negative
symptoms which include social apathy, withdrawal and flattened affect. Often, these
illnesses with psychosis eventually lead patients to behave bizarrely, remain unemployed,
and become socially ostracized 5 leading to substantial personal, social, occupational, and
health costs as well as poor life functioning.

Before many of the symptoms associated with psychosis manifest, patients may enter a
period of prodromal symptoms called the “Ultra High Risk (UHR) state,” “Clinical High
Risk (CHR) state,” or “prodromal risk syndrome” 6–8. These prodromal symptoms have
been divided into brief limited intermittent psychotic symptoms (BLIPS) and attenuated
psychotic symptoms (APS). In BLIPS, patients exhibit psychotic symptoms that are too
intermittent to meet criteria for a psychotic disorder. On the other hand, with APS, patients
exhibit subclinical signs of psychosis. For example, they may experience ideas of reference
or have a perceptual disturbance in any modality 9. Studies have suggested that individuals
who exhibit both BLIPS and APS as well as have a family history of psychosis transition to
psychosis at a rate of 8–36% over 6 to 36 months of follow-up 10–13.

Epidemiological studies have made further attempts to characterize the period of prodromal
symptoms. These studies have reported that the prodromal symptoms typically arise during
adolescence, a time period that is critical for neuroplastic and social development (for
review, see 3). Indeed, patients with schizophrenia who exhibit psychosis have been shown
to display excessive synaptic pruning and abnormal myelination during adolescence 14.
Several groups have pointed out that patients often have family and peer support as well as
monetary resources during this period 15, 16, factors that have been shown to increase patient
well-being 16–18, improve medication adherence 19, 20, and decrease relapse rates 21.

Thus, similar to the benefits of early detection of breast cancer and leukemia, early
discovery and prevention of psychosis progression during adolescence may prove critical in
improving patient outcomes 22, 23. Even modest improvements in being able to predict onset
of psychosis has the potential to significantly improve patient outcomes and reduce
healthcare costs. In this paper, we review statistical or machine learning methods that have
been described in the literature for the prediction of psychosis onset, and characterize their
predictive performance.

Methods
We identified and reviewed studies from the literature that developed models for prediction
of psychosis onset using statistical or machine learning methods. We performed a
comprehensive literature search restricted to English articles and identified using PubMed,
Medline, and PsychINFO as well as the reference lists of published studies and reviews.
Inclusion criteria for a study included the use of more than one predictor variable for the
prediction of psychosis or schizophrenia onset and the inclusion of subjects at familial or
clinical high risk.

Eighteen studies met inclusion criteria. These studies included a wide variety of predictors
derived from clinical symptoms and signs, neurocognitive testing, brain imaging, and
molecular biomarkers. Each type of predictor yielded varying degrees of success in terms of
specificity and sensitivity of predicting psychosis onset. In this paper, we evaluate the
effectiveness of each approach. Subsequently, we offer advice about future directions by
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suggesting the use of specific dimensionality reduction techniques coupled with nonlinear,
nonparametric classification algorithms like the support vector machine (SVM).

Results
Studies were divided into two categories by either including subjects identified as at (a)
Familial High Risk (FHR) which includes individuals with only a family history of
psychosis or schizophrenia (Table 1) or (b) CHR which includes individuals who have
family history, BLIPS, and/or APS (Table 2). Both of these approaches offer their associated
advantages and disadvantages in the development of predictive models. For example, the
use of family history alone may help reduce variability within the data by identifying similar
individuals using one criterion. However, this approach may also exclude individuals who
ultimately go on to develop psychosis without an afflicted family member. The three high-
risk criteria solve this latter problem but may include a wider assortment of individuals thus
making it more difficult to estimate model parameters in a predictive model. Additionally,
the administration of measures assessing all the high-risk criteria is time intensive and likely
to be less routinely practiced in a busy community or general adult psychiatry clinic than
family history alone. Both approaches therefore have their associated pros and cons with
each likely to offer distinct challenges in psychosis prediction.

Psychosis is a complex illness where individuals present with considerable variability and is
understood now to represent related but distinct syndromes rather than individual disorders.
As a result, very large sample sizes may be necessary to accurately estimate model
parameters for this condition, numbers which may only be obtainable by pooling data from
similar studies.

Common Predictors
Most studies have used age, gender, family history and psychopathology as predictor
variables. For psychopathology, investigators have identified positive and negative
symptoms and found predictive benefit in either both 24–27 or only one 28, 29. Others have
found the most explanatory power in specific sub-scores, including social anhedonia for
negative symptoms 24, 25, 28 and unusual thought content for positive symptoms 24, 25.
Additionally, studies have assessed sub-scores of disorganization symptoms, specifically
bizarre thinking 25, 29, sleep disturbances 29 and attention deficits 25, 29–31 and have shown
them to be useful for prediction. Indeed, measures of positive, negative and disorganized
symptoms in addition to their sub-scores have consistently been able to predict psychosis
onset and thus have become a standard.

Additional Predictors
In addition to the common predictors mentioned above, many studies have also included
additional predictors to improve predictive performance. Nonetheless, the studies have
included distinct groups of these predictors that have led to improvement in predictive
performance to differing extents.

Quality of life and life functioning—Quality of life and life functioning refer to
functional impairments in multiple domains such as employment, independent living and
interpersonal relationships 32. Several studies have suggested that impairments in these
domains predate the onset the psychosis 25, 33–36. As a result, authors have used a wide
variety of functional assessment scales to assess different aspects of quality of life and life
functioning. Fortunately, all of these studies have consistently found predictive value in
these two measures.
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A handful of studies have assessed life functioning within a year of identifying individuals
as at-risk. Most of these studies used the Global Assessment of Functioning (GAF), a
measure of social, occupational, and psychological functioning in the past year. Using Cox
regression models, all investigators utilizing this measure have identified the total GAF
score as a significant predictor of psychosis onset 27, 29–31. These results were also
replicated in a unique but similar measure of functioning that kept the social, occupational
and psychological sub-scores separate and found that all these measures helped increase
prediction accuracy 25. These studies thus suggest that functioning within the past year of at-
risk identification can offer significant predictive value in the transition to psychosis.

Other investigators have opted to probe subjects’ early lives beyond the past year of at-risk
identification. Carter et al. (2002) first used this approach with an exhaustive interview
conducted in the mid-twentieth century; this interview probed the last 10 years of life just
prior to the onset of psychosis on rearing environment, parent characteristics, school
behaviour, and socioeconomic status 37. The authors found that school behaviour and the
interaction of genetic risk (coded by number of parents with schizophrenia spectrum
disorders) with rearing environment both helped forecast psychosis onset. This study thus
offered the first insight into the value of including life functioning throughout the lifespan
rather than in just the past year.

Later studies have assessed early life functioning as well but with a more standardized
measure called the Premorbid Adjustment Scale (PAS). This scale evaluates the degree of
achievement of developmental goals over 4 distinct age ranges of development in four major
domains, including (a) social accessibility–isolation, (b) peer relationships, (c) ability to
function outside the nuclear family, and (d) capacity to form intimate socio-sexual ties.
Another “general” section contains items designed to estimate the highest level of
functioning that a subject achieved before psychosis onset. Using the combined scores
across different periods of life, Ramirez et al. (2010) found explanatory power in only the
general domain 26. However, another study chose not to combine scores and found the most
predictive value in two sub-domains of functioning including social associability-isolation
and social-sexual ties in early adolescence (ages 12–15) 38. Data from the PAS have
therefore proven useful particularly during the early teenage years by dividing early life
functioning into specific sub-domains.

Personality—Personality deficits are often an enduring aspect of schizophrenia, and
behavioural antecedents reported and observed by parents and teachers have been shown to
have predictive value for the development of psychosis 39. More recently, characteristics of
schizotypal personality disorder have been consistently shown to predate psychosis onset 40

thereby raising curiosity as to what other personality characteristics may have predictive
value.

Two studies have examined various measures of personality as potential predictors using
factor analytic methods. In the first, the investigators extracted factors of peculiarity,
awkwardness and slowness from on an observer-rated adjective check list 37. However,
these variables did not help predict psychosis onset when competing against scores of
disruptive behaviour in school, rearing environment, and genetic risk. Nonetheless, another
study using only personality traits found that similar factors termed nervous-tense and
abnormal-antisocial acted as significant predictors of schizophrenia development 41. Yet,
whether or not nervous-tense and abnormal-antisocial help increase prediction accuracy with
the extensive list of predictors tested by Carter et al. (2002) has yet to be tested. The
Australian PACE, the North American Prodrome Longitudinal Study (NAPLS) and the
European Predication of Psychosis Study (EPOS) groups have included schizotypal
personality disorder in the proband or a family member as a criteria for the putative
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psychosis risk prodrome based on several studies identifying it as a consistent occurrence in
transition to psychosis 8. However, the diagnosis of schizotypal disorder often occurs over
an extended time period and may therefore be difficult to diagnose in at risk individuals at
specific time points. The potential of personality thus remains unclear and may be explained
by measures of life functioning and family history. Nonetheless, dividing personality into
numerous subtypes merits further investigation.

Substance Abuse and Medications—Several studies have measured substance abuse
in their at-risk subjects as categorical (yes/no) variables. Yung et al. (2003 & 2004)
documented the use of cannabis 30, 31, while another study also measured alcohol and
cocaine 26. Other investigators have taken a more stringent approach by only considering the
dependence on or abuse of substances, with one study sampling alcohol and an “other”
drugs category 29, and another sampling alcohol, hypnotics, cannabis, amphetamines,
opiates, cocaine, and hallucinogens 25. Only Cannon et al. (2008) found predictive value in
overall substance abuse in their model. Interestingly, this study also had the largest sample
size and surveyed the largest variety of predictors by dividing them into many sub-
categories. For example, the authors measured the diagnostic comorbidity of eleven
psychiatric illnesses in addition to depression as measured in the other studies. The study by
Cannon et al. thus also possessed the most power to detect subtle interactions between
predictors suggesting that substance use may be modestly useful when combined with
several predictor sub-categories.

Two studies have included prescribed medications as categorical variables but with negative
results. Cannon et al. (2008) first measured the use of antipsychotics 25. A later study took a
more extensive approach by dividing medication into antipsychotics, antidepressants, others
(e.g., benzodiazepine, methylphenidate, and/or lithium carbonate), or none 38.
Unfortunately, no predictive value was found in either of the studies, but coding medications
by their receptor binding profiles rather than their use has yet to be tested. Indeed, given
preliminary evidence that medications may delay the development of schizophrenia 42–44,
individuals taking specific medications may likely have a delayed development of the illness
and thus predictive of a healthy status.

Neurocognition—Neurocognitive functioning in persons at risk of developing psychosis
has generally been found to be at a level intermediate to functioning of healthy individuals
and those with psychosis 45, 46. This score difference suggests that neurocognitive measures
could potentially be useful as another predictor of psychosis onset.

Neurocognitive test measures have been used in several studies but have achieved mixed
results. Carter et al. (2002) first included neurocognitive testing by subdividing the Wechsler
Intelligence Scale for Children (WISC) into verbal and arithmetic-digit span scores but
failed to find explanatory power in either of these measures. Nonetheless, by including
additional measures of executive function, investigators later noted that measures of verbal
memory 47, response control 28, vigilance, processing speed, poor Continuous Performance
Test (CPT) scores combined with better Wechsler Adult Intelligence Scale – Revised
(WAIS-R) digit symbol performance 48 helped forecast psychosis onset in their models
along with psychopathological scores. However, in the largest study to date, Seidman et al.
(2010) included measures of verbal memory and response control but failed to replicate
these findings when the variables competing against a host of other measures, including
genetic risk, psychopathology, life functioning and substance abuse 49.

The reasons behind the inconsistency in results remain unclear although some possibilities
exist. First, neurocognitive tests that are highly correlated with other predictors may not
significantly increase predictive value. For example, measures of genetic risk and substance
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abuse have been shown to correlate with the same brain areas in the prefrontal cortex
associated with execute function and verbal memory 50–52. As a result, there remains a
possibility that the predictive value of neurocognition may be diluted when used in
combination with other measures associated with the same brain areas. Alternatively, studies
have measured different aspects of neurocognition, and thus the differences in tests may
explain the inconsistency. For example, Siedman et al. (2010) assessed verbal memory and
response control, but the authors did not measure digit span or vigilance scores. Indeed,
scores between only marginally similar neuropsychological tests may interact differently
with other predictors 48. However, any conclusions behind the inconsistency in results may
be difficult to reach without performing multiple analyses on a single large sample.

The use of different algorithms that may take into account more complex relationships
between neurocognitive and other variables may resolve the inconsistent results. In a recent
study, the authors did not use a unique neurocognitive battery and did not measure any other
predictor-type, but they were able to achieve a sensitivity of 80.0% and specificity of 75.0%
using a neurocognitive battery with a data mining method called the SVM 53. These
sensitivity and specificity values were greater than the best Cox regression model developed
by Carter et al. (2008) and Seidman et al. (2010) using a variety of other predictors. This
study thus suggested that the use of SVM may be superior to regression approaches under
certain conditions.

Brain Imaging—We identified one study that has used functional imaging as a potential
predictor 54. This study measured mismatch negativity across frontocentral electrodes using
an auditory oddball paradigm and found that four of the six electrodes helped forecast
psychosis onset. Nevertheless, most studies utilizing brain imaging have been limited to
structural measures. One of the earlier studies used whole brain volume as a predictor 24.
While MRI brain volumes have been linked to patients in the prodrome phase and
probands 55, 56, this rough measure only permitted modest correlations with various
measures of cognitive and clinical data for prediction in a structural equation model. As a
result, other studies have divided structural MRIs into voxel components. One study
examined grey matter volumes and found more extensive reductions in the right cerebellum,
left uncus, and left inferior temporal gyrus in at-risk patients who developed schizophrenia
vs. those who did not 57. Subsequently, using the rate of change of density in these areas, the
authors attempted to manually find a cut-off that would best distinguish the two groups,
achieving 63% sensitivity and 80% specificity.

Other investigators have attempted to use other statistical and data mining methods as well
as incorporated white matter volumes. Both of these improvements were later used in
another study, where the investigators reduced the dimensionality of correlated voxels to
uncorrelated principal components and then used a SVM. The authors were then able to
achieve 84% sensitivity and 80% specificity 53. Later, the same group improved on their
method with 81% sensitivity and 88% specificity by incorporating a supervised feature
selection preprocessing step and ensemble learning 58. Moreover, another study looked at 18
individuals with 22q11.2 deletion syndrome, a genetic risk factor for schizophrenia, and
achieved 100% sensitivity and specificity with a SVM although sample sizes were small and
from a limited population 59. Additionally these authors chose to use iterative voxel
elimination rather than principal components analysis (PCA) by removing 30% of worst
discriminating voxels at a time until the performance started deteriorating. Thus, although
these studies both achieved high accuracy with SVM similar to studies using
neurocognition, they also challenged the optimality of different dimensionality reduction
methods for brain imaging data.
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Genetic Predictors
Studies have estimated the heritability of psychosis to be as high as 80% 60, 61. In support of
this estimate, family history has been found to significantly increase psychosis prediction
performance in a number of studies 25, 37, 49. Nevertheless, family history often lacks
precision, since some genetic carriers may not exhibit the condition and may present with
multiple psychosis-associated mutations. In the past decade, several genome-wide
association studies (GWASs) to identify single nucleotide polymorphisms (SNPs) associated
with psychosis have been carried out. A SNP is the commonest genetic variation genetic
variation in which a single nucleotide is altered in the DNA sequence. A GWAS examines
many common SNPs (typically, a million or more) in a group of patients with psychosis and
in a group of healthy individuals to identify SNPs that are predictive of psychosis (see
reference 62 for a review of GWASs in schizophrenia).

GWASs have identified several common SNPs within the major histocompatibility complex
in chromosome 6p21.3-22.1 that are associated with increased risk of developing
psychosis 63. However, most of the identified SNPs explain only a small fraction of the
heritability of psychosis and have small odds ratios where the chance of a SNP being present
in patients is only marginally larger compared to health individuals. In one study,
investigators examined the performance of predictive models that included a large number
of SNPs with small odds ratios. The investigators assessed logistic regression models that
included all SNPs that passed liberal p-thresholds, such as p<0.01, p<0.1, or p<0.5 63. The
model that included 38,274 SNPs at p<0.5 achieved the best performance and explained 3%
of the variance in an independent population. These results provide some support that the
prediction of the genetic risk of schizophrenia may require many thousands of SNPs with
small effects. However, other investigators have posited that rare SNPs and copy number
genetic variants that are not measured by GWASs may contribute greatly to the genetic risk
of schizophrenia 64, 65. In addition, there is some evidence that in complex disorders like
psychosis, interactions among genetic variants at multiple loci and between genetic variants
and environmental factors likely play an important role.

Data generated in current GWASs are high dimensional in that they contain a large number
of predictor SNP variables (numbering in the hundreds of thousands) and a relatively small
number of subjects (numbering in the hundreds or low thousands). The high dimensionality
poses statistical challenges in identifying a small number of predictive SNPs and even
greater challenges in identifying interacting SNPs. See the section on Dimensionality
Reduction for a more detailed discussion. However, some recent trends in genetic variation
studies will likely make genetic data more useful for predictive models in the near future.
For example, there is a trend towards pooling data collected in GWASs to increase sample
sizes. Moreover, the decreasing cost of sequencing technology has enabled the sequencing
of whole exomes (the protein coding region of the DNA sequence) and whole genomes (i.e.,
the entire DNA sequence) which can provide data on rare sequence variants.

Predictive Models
In the studies we examined, several statistical and machine learning algorithms were used to
develop models for predicting the onset of psychosis. When the number of predictors being
examined is relatively small (e.g., when common and additional predictors are used) the
typically used predictive models include the Cox regression and logistic regression. In
contrast, when the number of predictors is large (e.g., with neurocognitive, brain imaging or
SNP data), the commonly used model is the SVM.

In this section, we briefly describe logistic regression and Cox regression and then provide
an intuitive description of the SVM. In addition, we also describe methods for
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dimensionality reduction which is the process of reducing the number of predictors under
consideration.

Algorithms for Predictive Models—In statistics and machine learning, a large number
of computer algorithms have been developed that learn a mathematical model from data that
predicts a variable of interest such as the risk of development of psychosis. Such a model is
called a prediction model and, in machine learning, often called a classifier. In machine
learning, the variable that is predicted is called the target variable which is referred to as the
response or the dependent variable in statistics, and the variables used in prediction are
called the predictor variables which are referred to as the covariates or the independent
variables in statistics. The data from which a predictive model is learned consists of
measured predictors in a group of patients with psychosis and healthy individuals. Prediction
or classification algorithms are computer algorithms that can automatically learn a
prediction model from data. Such a model can then be used to predict if an individual is at
high risk of developing psychosis in the future.

Typically, predictive models are validated by evaluating their performance on data that was
not used in learning the model. Often, in machine learning, data collected in a single study is
used for both learning the model and for evaluating it. Typically, the data is split into two
parts; the model is learned from one part of the data and evaluated on the remaining part. A
more robust validation process will evaluate a model in data that has been collected in a new
study.

Logistic Regression—Logistic regression is a commonly used prediction model in
biomedicine that models the probability of the target variable (dependent variable) using a
linear function of the predictors. Given data, the logistic regression algorithm learns a model
expressed in the following equation:

where β is a regression coefficient for the corresponding predictor variable x, and y is the
target variable. Typically, y has two possible values such as 1 (developed psychosis) and 0
(healthy). The expression to the left of the equal sign is the logarithm odds of developing
psychosis where odds is the ratio of the probability of developing psychosis to the
probability of remaining healthy. The regression coefficients are learned from the data by
the logistic regression algorithm.

Given a new individual for whom the values of the predictor variables are known, the
logistic regression model can be used to compute the P(y = 1) which is the probability of
developing psychosis. Such a model is typically evaluated on new data; if the model has
good performance, it will predict a higher probability for the psychosis patients compared to
the healthy individuals. The performance of the model on the new data can be quantified
using measures such as accuracy, sensitivity, and specificity.

Dimensionality Reduction—Some studies of psychosis prediction use data from brain
imaging where the number of predictor variables is large compared to the number of
subjects. In these scenarios, prediction algorithms are often vulnerable to the problem of the
“curse of dimensionality”, which refers to the degradation in the performance of the model
as the number of variables increases. In these situations it is often beneficial to reduce the
number of predictor variables – a process that is called dimensionality reduction.
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There are several motivations for reducing the dimensionality of the data. First, this often
improves the performance of the prediction model. Second, irrelevant and redundant
variables can be removed which are not useful for the prediction of interest. Third, the
computational time taken for learning a prediction model decreases when the number of
variables is reduced.

Dimensionality reduction can be broadly divided into two categories. In feature selection, a
subset of the original variables are chosen, and in feature extraction a smaller number of
new variables are created by combining existing ones. In either case, the goal is to find a
low-dimensional representation of the data that preserves most of the information or
structure in the data.

While a large number of feature selection methods exist, most methods select variables that
either discriminate well between examples that that belong to one target value and examples
that belong to the other target value (e.g., subjects who develop psychosis and subjects who
remain healthy), or pick variables that explain the most of the variability in the data.
However, feature selection methods are not appropriate where most of the variables in the
data carry some information about the target; for such data feature extraction methods are
more suitable since these methods attempt to combine information from several variables
into a new variable. For example, in brain images each voxel is a variable making the data
high dimensional. In addition, adjacent voxels are correlated and each voxel carries some
information about the target. Thus, for brain imaging data, feature extraction is more
suitable for dimensionality reduction. Examples of feature extraction methods include
principal components analysis (PCA) and diffusion maps. The factors or components that
explain the most variance and thus keep most of the dataset’s information are then provided
to the algorithm that learns predictive models.

Support Vector Machines—As discussed in the previous section, dimensionality
reduction is essential for high dimensional data, especially when traditional methods like
logistic regression are used to learn prediction models. Recent advances in the field of
machine learning have led to the development of algorithms that are more robust to the
dimensionality of the data. The Support Vector Machine (SVM) is one such method that is
widely used in many domains because it performs well on high dimensional data. Moreover,
the SVM offers several other advantages over traditional methods including its ability to (1)
select the best of many possible decision boundaries, (2) deal with outliers, and (3) ability to
construct a non-linear decision boundary.

In order to better understand the concept of a decision boundary, imagine a two-dimensional
dataset with two groups as in Figure 1a. Multiple lines, or linear decision boundaries, can be
constructed to separate the two groups. The Cox regression, logistic regression, or linear
discriminant function analysis will each find one of these solutions. Nonetheless, one may
also wonder whether a specific decision boundary exists that provides the best separation of
the two groups. The SVM addresses this question by selecting the decision boundary that is
the maximal distance from any one of the two groups using “support vectors.” This
particular selection maximizes the ability to correctly predict the classification of the two
groups should they fall near the decision boundary and thus represents the optimal decision
boundary given the data.

Many real datasets unfortunately cannot be completely separated by a linear decision
boundary. For example, consider Figure 1b, where an outlier lies in the space of the wrong
group and thus prevents the construction of a linear decision boundary that separates
psychosis vs. healthy. The SVM can deal with this problem by specifying a “soft margin”
which is a user-defined parameter that controls the number of examples allowed to violate
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the decision boundary. This parameter thus enables the construction of linear decision
boundary despite the outlier by permitting some points to lie in the opposite group. In the
end, the prediction accuracy will not be perturbed by a few unique patients and will
therefore account for most of the new individuals, if their data is similar to the training data.

The SVM can also specify non-linear decision boundaries by using a “kernel,” which is a
mathematical function that can project lower-dimensional data into higher dimensional
space. For example, in Figure 1c, a third dimension was added where the examples were the
new axis is the squared distance from the origin in the original two-dimensions; thus, points
farther from the origin have larger values on the new z-axis. This allows the construction of
a linear decision boundary in three-dimensions that represents a two-dimensional non-linear
circular decision boundary when projected back down to two-dimensions. More complicated
kernels exist as well and can be readily tested on datasets from freely available software,
such as LibSVM 66.

The SVM has already proven its usefulness with these three advantages over traditional
methods in several psychosis prediction studies. For example, one study using Cox
regression did not find predictive value in neurocognitive measures 49, but a study using a
SVM achieved a sensitivity of 80% and a specificity of 75% while using a similar
neurocognitive battery 58. Moreover, using voxel brain imaging data, the SVM has helped
achieve 81–83% sensitivity and 80–88% specificity in at-risk individuals 53, 58, and 100%
sensitivity and specificity in individuals with 22q11.2 deletion syndrome 59. On the other
hand, the use of linear regression achieved 63% sensitivity and 80% specificity 57. Given
these differences in performance, we hope investigators will begin to use the SVM over the
standard regression approaches to further increase accuracy in psychosis prediction.

Conclusion
In this review, we have highlighted the issues surrounding inclusion criteria, predictors, and
algorithm development when creating models to predict psychosis onset. Specifically, we
believe that the use of both family or clinical high risk criteria alone both offer their
respective advantages, but we ultimately hope that these data sets will be combined so that
learning algorithms can be trained with the largest sample sizes and variability possible.
Moreover, past literature has shown that different predictors have offered variable amounts
of success with life functioning and structural brain imaging being the most promising,
especially when used in conjunction with measures of psychopathology. Genetic markers
may also offer predictive value as sample sizes and power are increased, although
investigators have yet to incorporate them into models utilizing additional predictor types.
Finally, investigators should consider utilizing feature extraction methods when applicable
as well as nonlinear, non-parametric classification algorithms like the SVM due to their (a)
theoretical advantages and (b) superior performance over standard general linear model
approaches in several past studies.

Direct comparison of each measure’s utility in increasing prediction accuracy remains tricky
with the current literature. Since past studies have included different predictors, we cannot
be sure which groups of predictors offer the most value and which do not. For example,
neurocognition appears to add significant predictive value when used alone 58 but not when
used with measures of life function, substance abuse, and psychopathology 25. This
uncertainty may be solved with the consistent testing of new as well as old predictors in
single studies, an important need that has yet to be satisfied. Nonetheless, measures of
psychopathology along with life functioning and brain imaging have emerged as the
strongest predictors regardless of other predictors or the learning algorithm used. We
therefore suggest that investigators should especially consider including these measures in
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the future when testing other novel predictors in order to ensure better variable-to-variable
comparison.

There have also been a number of other predictors that have not been investigated, which we
believe may help increase prediction accuracy. Previously, family history has been a reliable
predictor in a number of studies suggesting some predictive value in genetics. Nevertheless,
family history often lacks precision, since individuals may present with multiple psychosis-
associated mutations but not exhibit the condition. We thus suggest the inclusion of known
SNPs instead to increase prediction accuracy, especially since genome-wide analyses of
each patient may be feasible in the near future as prices continue to drop. Second, proteomic
data from mass spectrometry and enzyme-linked immunoassay has offered predictive value
in a number of other illnesses such as Alzheimer’s disease 67 and amyotrophic lateral
sclerosis 68 and thus may be worth including. Third, patients with psychosis and
schizophrenia often present with deficits in auditory processing, and consequently
neurocognitive data from a variety of auditory tasks may help forecast psychosis onset.
Fourth, although one study has already investigated EEG data related to auditory processing,
functional imaging data during resting and other cognitive tasks may be useful. The addition
of imaging modalities such as fMRI or MEG with greater spatial resolution than EEG may
also help. In sum, we suggest that investigators should try incorporating genomic,
proteomic, and new functional imaging data as well as neurocognitive data related to
auditory processing to further increase prediction accuracy.

We hope that the inclusion of additional predictors in single studies combined with the use
of appropriate dimensionality reduction techniques and nonlinear, nonparametric
classification algorithms like the SVM will further increase prediction accuracy. In the
future, these suggestions may help investigators improve accuracy to a point where studies
can effectively begin to investigate preventive interventions using individuals identified by
the prediction models.
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Figure 1.
Intuitive description of the SVM. (a) In the two-dimensional case, the separating linear
decision boundary is a line. Although many lines can be drawn to separate the two sets of
points, the SVM constructs support vectors (represented as the dotted lines) to choose the
hyperplane that represents the largest distance from the two sets. (b) An outlier lies in the
space of the wrong group and thus prevents the construction of a linear decision boundary.
The SVM can deal with this problem by a user-specified “soft margin” parameter which
controls the number of examples that are allowed to violate a decision boundary (c) The
SVM brings the data points into a higher-dimensional space through a mathematical
transformation called a “kernel”, where the extra dimension is the squared distance from the
origin in this case. In this new three-dimensional space, the points are linear separable by a
hyperplane, even though these points are not linearly separable in two-dimensional space.
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