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Abstract
Purpose of review—This review focuses on recent advances in functional connectivity MRI
and renewed interest in knowing the large-scale functional network assemblies in the brain. We
also consider some methodological aspects of graph theoretical analysis.

Recent findings—Network science applied to neuroscience is quickly growing in recent years.
The characterization of the functional connectomes in normal and pathological brain conditions is
now a priority for researchers in the neuropsychiatric field and current findings have provided new
insights regarding the pivotal role of network epicenters and specific configurations of the
functional networks in the brain.

Summary—Functional connectivity and its analytical tools are providing organization of the
functional brain that will be key for the understanding of pathologies in neurology.
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Introduction
During the last decade, we have witnessed the discovery and characterization of large-scale
functional networks in the living human brain. Using analytical techniques in functional
MRI such as independent component analysis [1], clustering [2, 3] and graph theory [4–7],
neuroscientists have been able to disentangle key coherent systems of the brain
chronoarchitecture. For instance, a paradigmatic finding is the functional dominance of the
Default Mode Network (DMN) associated with internal mentation states [11] -uncovered by
Raichle and others [8] and whose anatomical connections were previously pointed out in
non-human primate studies [9, 10]-. Even though neuroimaging has traditionally focused on
task-based studies, the analysis of resting-state MRI has expanded our ability to complement
anatomical and structural findings by revealing the functional delimitations of the brain
systems. In this sense, the analysis of the synchrony of spontaneous low-frequency (<0.1
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Hz) blood oxygen level-dependent fluctuations [12–14] has demonstrated to be especially
useful in the field of human brain connectomics [15–18].

The enormous effort of describing distinct segregated functional systems through
parcelation schemes is now associated with a renewed interest in knowing the merging
structure of functional networks of the human brain. For instance, it is still a matter of
controversy how the articulations and transitions from modular sensory regions to parallel-
organized heteromodal or limbic processing systems take place or how the high-cognitive
functional networks of the brain integrate between each other. This review aims to examine
recent representative examples of studies that have focused on the analysis of connectional
fingerprints for the assemblies of brain networks and to expose some methodological
concerns in functional connectivity MRI.

Network Science and Graph Theory
The working idea of the brain organized into large-scale functional networks has a long
history. Classical anatomo-pathological studies that correlated clinical and
neuropsychological data with brain injuries brought the idea of “disconnection syndromes”
(see reviews in [16, 19]); an idea that has reemerged in the field of structural connectomics
in neuroimaging ([20]). On the other hand, seminal works using invasive techniques, such as
anatomic tract tracing and ablation methods in non-human primates, pointed to large
networks that presumably subserve behaviors and integrative functions in their
cytoarchitectonically equivalent and expanded regions in humans [9, 10, 21, 22]. A recent
addition to this line of research is the development of network analytical tools applied to
functional neuroimaging in an attempt to capture the complex interactions displayed by
brain regions. For instance, graph theory has attracted researchers mostly due to its ability to
reduce the dimensionality of the brain and to convert complex problems in tractable
analytical frameworks by defining nodes (brain regions) and edges (coupling between brain
regions). Unlike other methods mostly based on the aim of segregating brain networks, such
as conventional ICA or K-means [3, 23], graph theory is especially appropriate to visualize
and characterize the network interactions and topological merging between systems [23–25].
In fact, the ability to portray the brain as a whole network and our ability to visualize the
network interactions is what many neuroscientists have envisioned for a long time. The
brain can be only fully explained by itself and by doing cerebral graphs we are building
“mediocre brains”-mimicking Turing’s famous statement-. However, functional connectivity
MRI (fcMRI) graph theory approaches are probably one the most complete methods so far
that we can use to study the large-scale functional connectome and to reveal the network
integration secrecies.

Graph theory in fcMRI is not absent of methodological problems [23, 26–30]. For instance,
although used in the past in the pioneer network theory studies, now we know that
anatomical definition of the nodes provides worse estimates of intrinsic functional
connectivity than parcelations obtained from functional modules of the cortex [15, 23, 31].
Nodes based on anatomic parcelations seem to be poor proxies of the functional borders and
they produce aberrant interpretations of the cerebral functional properties. An alternative
strategy to avoid the limitations of parcelation schemes and the use of ROIs is to create the
graphs at the voxel-level or at least the closest computationally efficient fraction to the
image acquisition unit [32, 33] (see example at Figure 1–A and 1–B). Voxel-level graphs
bring the possibility to capture the full richness of the functional connectivity variability in
between and within modules and networks, especially covering the transitions between
functional modules. For instance, there is evidence that even local modules, such as the
visual cortex, have unique degree and functional connectivity profiles in a neighboring
voxel-to-voxel basis [3, 5] that presumably supports distinctive unimodal functions.
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Moreover, it is well-known that functional modules overlap between them [34] and
parcelation schemes change with different parameter set-ups and threshold constraints (see
for instance Figure 1–C) creating difficult scenarios for a gold-standard definition of the
functional borders. Some groups have argued that the voxel-level graphs are suboptimal
representations of the brain regions because the functional brain areas vary in size relative to
one another and therefore it is more accurate to select specific ROIs based on functional
modularity criteria [23]. Although functional defined ROIs are also valid approaches, it is
important to notice that voxel-level graphs introduce the size information in the graphs by
representing each functional region with the corresponding number of voxels. Moreover,
they have the advantage of incorporating meaningful within modular heterogeneity
information of the brain regions and avoid the simplification and homogenizing of the
network functional modules. In a related issue, it is important to remark that the inclusion of
ROIs, sometimes rather big ROIs, could cause misinterpretations about the local processing
of the brain. Local network properties, at least at the level of neuroimaging resolution
acquisition, can only be inferred if small units, such as voxels of mm size, are included in
the graph.

Finally, another methodological concern that has been elegantly remarked in recent times is
movement correction. It has been consistently proven by independent groups that
conventional correction of subjects’ motion may not be sufficient to avoid important bias in
fcMRI studies when comparing different study samples such as young adults, elderly adults,
children or neuropsychiatric samples [26, 29]. More research is needed to fully understand
the consequences of movement in functional connectivity metrics but we certainly need to
handle very carefully the correction of movement to avoid potential confounds in the results
of the studies.

Assembly of Brain Networks
Currently, we are facing the challenge of understanding the fine assembly of the large-scale
functional networks in the brain. Anatomical and functional findings suggest the existence
of modal areas with dense local connectivity [5, 21, 35–37] (see an example in Figure 1–A),
as well as cortical hubs that associate widespread brain regions [5, 10, 22, 32, 38–40]
(Figure 1–B), most likely supporting the integration of high cognitive functions [6, 32, 41–
43]. However, there is increased interest in knowing how these two organizational extremes
merge together to integrate the internal and external world information and also the
interdigitations of cognitive networks in the human brain [34, 39, 44, 45].

In the last two years, several notable papers have been published that directly focused on the
study of the network articulation features of the brain. They used two main research
strategies. First, several groups analyzed pivotal hubs or epicenters [39] of the brain in order
to describe the confluence of distinct networks in strategic cortical points. For instance,
Mars RB et al. described that the temporo-parietal joint subserve as critical articulator of the
control, default mode and ventral attention networks [46] (Figure 2–A). On the other hand,
Leech et al used ICA and fcMRI during rest and task to show that PCC/precuneus area is a
functional heterogeneous region that converge internal thoughts and cognitive control
systems [47] (Figure 2–B). The authors show that the dorsal region is strongly connected to
“task-positive” areas within the cognitive control network, and the ventral region is more
related to medial temporal lobe structures including the hippocampus. Second, another
strategy used in recent investigations is to study the block assembly between brain
functional networks. For instance, Doucet et al. have described hierarchical bridges between
brain modules [48] (Figure 3–A). They found that primary cortices and dorsal attentional
networks (or “extrinsic” systems) are located in one extreme of the hierarchy, while three
networks, the generation of spontaneous thoughts (DMN), inner maintenance and
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manipulation of information, and cognitive control and switching activity networks (or the
“intrinsic” systems) are placed in the other hierarchical extreme. Moreover, the cognitive
control system seems to mediate exchange of information between the intrinsic and extrinsic
systems. On the other hand, Li et al used ICA and a Bayesian network learning approach to
describe that a ventral attention/salience network interrelates, in a great extend, the
communications between primary cortices and high order cognitive networks such as the
DMN [49] (Figure 3–B), supporting a sensory-fugal interpretation of the overall brain
organization. A similar finding can be also visualized in a study that uses graph theory
analysis [50] (Figure 3–C). Primary cortex and DMN nodes occupy peripheral parts of the
graph and other networks, such as attentional and control networks, inter-locates in-between
them. Of note, it is interesting to see that primary cortex and DMN modules would be in
opposite network extremes if only one link is released in the network structure (arrow in
Figure 3–C). This connectivity is probably due to the physical proximity between visual and
PCC/precuneus cortices (same issue is noticeable in Figure 3–A). Overall the data these
studies support a hierarchical organization from the modal to high order cognitive hubs and
the in-between modulation of multimodal and ventral attention networks.

The idea of attentional networks as involved in the dynamical role of allocating brain
information flows from primary cortices to the appropriate higher order cognitive network
has been proposed before. For instance, the salience-awareness and ventral attentional
networks have been specifically postulated in the switching between the DMN and control
network [51–53] when relevant intrapersonal or extrapersonal events take place.
Furthermore, evidence from the stepwise connectivity profile of primary systems, such as
the visual cortex, supports that attentional and multimodal areas of the brain are in deed
playing a role in the transfer of primary information to the cognitive cortical hubs of the
brain (letters a, b and c in Figure 4–A).

Another piece of information pointed out by Spreng et al. is that the control network seems
to be interfacing the DMN and goal directed attentional network [54] and probably
mediating the equilibrium of internal-external goal-directed cognition in a more top-down
manner [54, 55]. In summary, if salience network is guiding the active awareness state by
modulating the mutually exclusive dominance of the DMN or control networks depending
on external stimuli, the control network may drive individuals either to an active goal
directed attention state or a resting-state depending on mental internal stimuli.

Finally, it is important to highlight that a major challenge for functional connectivity
researchers is to understand the synchrony changes of the whole-brain network structure
during task states. Figure 4–B shows an example of the stepwise connectivity of the visual
cortex in a verbal task (continuous abstract-concrete task [5]). The network structures at rest
(Figure 4–A) and task (Figure 4–B) present different transition and dominant states and
show the dynamic adaptability of synchrony patterns due to task environmental
contingencies. The connectivity pattern of the verbal task shows, for instance, that not all
visual presentation of stimuli have inevitably to flow through ventral or dorsal attentional
networks (Figure 4–B). There are alternatives to merge external and internal information and
one of them, at least for visual stimuli of verbal content, seems to be through a ventral path
from visual to temporal areas (letter a and b in Figure 4–B) that also connects to other
language regions in the brain (c, d and e Figure 4–B). These results show that the brain is
embedded in uninterrupted dynamical changes of connectivity. Not surprisingly it has been
postulated that it is constantly on the edge of chaos [19, 56, 57], moving between different
network states in search for dominant “stabilities”. In this sense, task changes may induce
perturbations in more stable states such as the DMN, probably induced by local emergence
of coupling patterns [5]. However, further investigations are needed to empirically prove, for
instance, that DMN act as stable state or main attractor of the brain systems.

Sepulcre et al. Page 4

Curr Opin Neurol. Author manuscript; available in PMC 2013 August 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Conclusions
Many neuropsychiatric disorders are seen today more than ever as brain network
pathologies. To properly study the network changes in disease conditions it is imperative to
know the normal assemblies of the large-scale network structure in the normal conditions of
the human brain. The emerging tools of functional connectivity and graph theory in
neuroimaging offer a good scenario for uncovering complex mechanisms underlying
disorders [19, 32, 58–60]. Currently, there is an axiom that is crystallizing in the
researcher’s mind, not only the neurons that “fire together, wire together” (as Donald Hebb
popularized) but also it seems that the neurons that “wire together, die together”. We
anticipate that this framework, and in particular the understandings of networks assemblies,
is going to provide important insights in different fields of neurology in the near future.
However to produce upcoming moments of clarity, network science in neuroimaging needs
to evolve from its infantile age to a more mature landscape by integrating functional,
structural-anatomical and experimental data [61].
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Figure 1.
The human brain is organized in regions of predominant local and distant functional
connectivity (A). Local hubs are located in primary and secondary information processing
regions and also in an ACC region previously associated with self and interceptive
information processing (adapted from [5]). The cortical hubs of the human brain associate
widespread brain regions most likely supporting the integration of cognitive functions (B)
(adapted from [32]). Example of a recent study separating distinct set of functional
connectivity networks at different levels of clustering (C; partition in 7 networks in left side;
partition in 17 networks in right side) (adapted from [3]).
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Figure 2.
The temporo-parietal joint is a pivotal hub for the control, default mode and ventral attention
networks (A) (adapted from [46]). PCC/precuneus is pivotal hub for the convergence of
internal thoughts and cognitive control systems (B) (adapted from [47]).
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Figure 3.
Recent findings in the literature have described in more detail the hierarchical organization
of the human brain, from modal cortices to attentional networks and high order cognitive
networks. Three examples of the functional connectivity structure between networks are
shown in (A; adapted from [48]), (B; adapted from [49]) and (C; adapted from [50]).
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Figure 4.
(A) shows that primary systems, such as the visual cortex, merge the cortical hubs of the
human brain through attentional and multimodal areas of the human brain (areas previously
reported, for instance, in [52, 62]). (B) shows that task activity change the linkscapes of the
brain and produce alternative connectivity pathways specific to task contingencies. In (A)
and (B) we use a stepwise functional connectivity (SFC) approach in which the degree of
stepwise connectivity (Djl) is computed from the count of all paths that connect voxel j to a
seed voxel i (V1 region) in an exactly length of l (where l is the specific link-step distance).
To aid visualization, all surface SFC images were displayed using a normalized color scale
from 0 to 1, where 0 is the intensity corresponding to the one-sample t-test p-value of 0.0001
and 1 is the maximum intensity of the image corresponding to the smallest one-sample t-test
p-value. We used Pajek software [63] and Kamada-Kawai energy layout [64] for the
network graphs displays. Nodes were obtained from all main results displayed in the cortical
maps. We used an average-linkage hierarchical clustering analysis to highlight the modules
of the networks. Red arrows show the main merging points between networks. Only nodes
that are key in the transition between networks are labeled in the cortical maps and graphs.
VS: visual seed region; DO: dorsal occipital; OP: operculum parietale; SPL: superior
parietal lobe; IN: insula; LP: lateral prefrontal; MF: mid Frontal; VO: ventral occipital; LPa:
lateral parietal; TE: Temporal.
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