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ABSTRACT. The purpose was to demonstrate a non-parametric statistical method that
can identify and explain the components of observer disagreement in terms of
systematic disagreement as well as additional individual variability, in visual grading
studies. As an example, the method was applied to a study where the effect of
reduced tube current on diagnostic image quality in paediatric cerebral multidetector
CT (MDCT) images was investigated.
Quantum noise, representing dose reductions equivalent to steps of 20 mA, was
artificially added to the raw data of 25 retrospectively selected paediatric cerebral
MDCT examinations. Three radiologists, blindly and randomly, assessed the resulting
images from two different levels of the brain with regard to the reproduction of high-
and low-contrast structures and overall image quality. Images from three patients
were assessed twice for the analysis of intra-observer disagreement.
The intra-observer disagreement in test-retest assessments could mainly be explained by
a systematic change towards lower image quality the second time the image was
reviewed. The inter-observer comparisons showed that the paediatric radiologist was
more critical of the overall image quality, while the neuroradiologists were more critical
of the reproduction of the basal ganglia. Differences between the radiologists regarding
the extent to which they used the whole classification scale were also found.
The statistical method used was able to identify and separately measure a presence of
bias apart from additional individual variability within and between the radiologists
which is, at the time of writing, not attainable by any other statistical approach suitable
for paired, ordinal data.
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Optimisation of radiological examinations can be
performed using many different approaches. One way
of optimising multidetector CT (MDCT) examinations is
to adjust the tube current and study the effect of image
noise on diagnostic image quality in order to find a
balance between radiation dose and indication. Receiver
operating characteristic (ROC) methodology may be
used to determine the appropriate settings for a specific
diagnosis if a sufficient number of patients are involved
in the study [1]. However, the ROC method is not very
practicable when optimising a general protocol intended
to be used for a broad variety of diagnoses, some of
which may occur only a few times per year. An
alternative method is visual grading, where the visibility
of organs and structures is evaluated. The benefit of
visual grading is that it is not limited to a specific

diagnosis. The disadvantage is that it is a subjective
method of evaluating the quality of an image, and not a
measure of the ability to make the correct diagnosis.
However, the method is very similar to the clinical
situation faced by radiologists when determining
whether the image quality is sufficient with regard to
the indications and possible diagnoses.

An optimised MDCT protocol must ensure an image
quality that is considered adequate by all the radiologists
at the radiology department. Poor image quality can
result in an additional radiation dose to the patient if the
examination has to be repeated. It is thus advisable not to
apply a mean value of the lowest possible dose, but to
respect the different requirements of all radiologists,
within reasonable limits. Although this should be taken
into account, too large a deviation should be investi-
gated, and measures taken to protect the patient from
excessive exposure. Identifying how and why radiolo-
gists differ in accepting a certain image quality is to
quality assure the department, and the information may
well serve as a basis for training. The evaluation of
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observer disagreement in MDCT image quality assess-
ment using a visual grading approach has been sparsely
investigated; we have found only one other published
study [2], thus indicating a lack of research within this
subject. One reason for this could perhaps be the lack of
statistical methods that are both appropriate for qualita-
tive data and give valuable information.

The aim of this study was to demonstrate a non-
parametric statistical method that can identify and explain
the components of observer disagreement, in terms of
systematic disagreement, as well as additional individual
variability in visual grading studies. As an example, the
method was applied to a study where the effect of reduced
tube current on diagnostic image quality in paediatric
cerebral MDCT images was investigated [3].

Methods and materials

Simulated tube current reduction in paediatric
cerebral MDCT images

Original digital scanning data (raw data) were retro-
spectively selected from 25 routine paediatric cerebral
MDCT examinations (14 male/11 female). Exclusion
criteria were pathological findings that interfered with or
overlapped structures of interest, or contrast medium
enhancement, in order to avoid variation in the premises
for structure visibility. All examinations had been per-
formed using axial scanning on an eight-slice MDCT
scanner (LightSpeed Ultra, GE Healthcare, Milwaukee,
WI). Scanning parameters had been chosen from standard
head protocols suitable for the patients’ age and size
(Table 1). No automatic tube current modulation had been
used, since the technique had not been implemented in
clinical routine at the time of the study. Patient identifica-
tion information was removed from all examinations.
Images representing 2 different levels in the brain (upper
and lower) were selected from each of the 25 individuals
(Figure 1). The two different levels were chosen for their
difference in composition. Both levels represent important
areas for diagnostics and contain both high- and low-
contrast structures.

A noise-simulating program developed by GE
Healthcare was installed on a separate research CT
console. The software adds a random Gaussian noise
distribution, corresponding to the size of the dose
reduction, to the raw data, thus including it in the
filtering and reconstruction of the image. A more
thorough description of the noise simulation software
and its validation can be found in Frush et al [4].
Simulations of the tube current were performed at
intervals of 20 mA from the clinically used tube currents
down to 30/50 mA (upper/lower levels of the brain) for
patients younger than 1 year 40/60 mA for patients 1–10-
years-old and older than 14 years, and 50/70 mA for
patients 11–14-years-old (Table 1). According to the
Institutional Review Board, this approach was not
subject to ethical review or informed consent.

Evaluation of image quality

The image quality of 496 images was blindly evaluated,
in random order, on an 8-bit greyscale, 12806 1024 CRT
monitor with max./min. luminance level of 385/
3.58 cd m–2 (Siemens Simomed, Munich, Germany). The
monitor was calibrated according to Digital Imaging and
Communications in Medicine (DICOM) part 14 [5], and
the display window width and window level were set to
65 and 35 HU, respectively; however, the settings were
adjustable. The 496 images consisted of simulated dose-
reduced images (n5386), original dose images (n550) and
duplicated images from three patients (n560). The
radiologists were unaware of the duplicated images.

The images were assessed using verbal rating scales
where questions 1 to 5 (Q1–Q5) refer to the reproduction
of structures, and question 6 (Q6) refers to the overall
image quality considering the indication (Table 2). The
following classifications were used for the reproduction
of structures: ‘‘Clearly’’, the structure had a completely
distinct shape; ‘‘Acceptably’’, the structure was moder-
ately reproduced; ‘‘Poorly’’, the structure was vaguely
reproduced; and ‘‘Not at all’’, the structure could not be
discerned. The choice of structures was based on the
structures defined in the European Guidelines on
Quality Criteria for Computed Tomography [6], which

Table 1. Patient and protocol characteristics

0–5 months 6–11 months 1–5 years 6–10 years 11–14 years .14 years

No. of patients 3 1 5 8 5 3
Tube voltage (kV) 120 120 120 120 120 120
Scan FOV Paed.head Paed.head Head Head Head Head
Configuration (mm) 465 465 46 5 465 46 5 465
Rotation time (s) 0.8 0.8 1 1 1 1
Recon. algorithm Soft Soft Soft Soft Soft Soft

Upper level
Tube current (mA) 110 130 180 200 230 240
Focal spot Small Small Small Small Large Large
CTDIvol (mGy) 15 17 30 33 41 43

Lower level
Tube current (mA) 110 130 200 220 250 260
Focal spot Small Small Small Large Large Large
CTDIvol (mGy) 15 17 33 39 44 46

Age-based scanning protocols used for routine paediatric cerebral MDCT examination.
CTDIvol, volume CT dose index; FOV, field of view.
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provides guidelines for image quality criteria for adult
CT examinations. Guidelines for paediatric patients were
not available at the time of the study. Overall image
quality was classified with regard to suspected pathol-
ogy, using the following verbally defined scale cate-
gories: ‘‘High-resolution diagnostics’’ allows analysis of
low-contrast targets such as cancer; ‘‘Standard diagnos-
tics’’ allows analysis of mixed targets of varying contrast
such as trauma; ‘‘Low-resolution diagnostics’’ allows
analysis of high-contrast targets such as the ventricles;

and ‘‘Not diagnostically useful’’ when the image quality
is of no diagnostic value.

The images were evaluated using the computer soft-
ware ViewDEX ( viewer for digital evaluation of X-ray
images) [7, 8]. ViewDEX is a Java program developed to
present images in a random order, without patient or
scanning data, with the facility of answering the related
questions directly on the screen. Each radiologist had a
personal login ID so that the images could be assessed
over a period of several weeks. The radiologists were not
allowed to discuss their findings with each other. The
assessments were stored in text files that were imported
into Microsoft ExcelH. The effect of the dose reductions
on the diagnostic image quality has been investigated in
a separate article [3].

Experience of the radiologists

At the time of the study, Observer 1 had 25 years of
experience as a radiologist, 20 of which as a neuro-
radiologist and 19 as a paediatric radiologist. Observer 1
also had considerable experience of visually grading image
quality for research purposes. Observer 2 had 13 years of
experience as a radiologist, 8 of which as a paediatric
radiologist. Observer 2 also had experience of visual
grading studies, but not to the same extent as Observer 1.
Observer 3 had 33 years of experience as a radiologist, 25 of
which as a neuroradiologist. Observer 3 reported having
no experience of similar studies, but had experience of
visually grading different concentrations of contrast media.

Statistical method

Assessing images using a verbal rating scale produces
ordered categorical data, also known as ordinal data. The
scale assessments indicate only an ordered structure and
not a numerical value in a mathematical sense. Statistical

Table 2. Classification scale

1 How well can you differentiate white and grey matter?
2 How well can you visualise the basal ganglia?
3 How well is the ventricular system delineated?
4 How well is the cerebrospinal fluid space around the

mesencephalon delineated?
5 How well is the cerebrospinal fluid space around the

brain delineated?

A Clearly
B Acceptably
C Poorly
D Not at all
E Not applicable

6 For what diagnostic situation is this image quality
sufficient?

F For high-resolution diagnostics
G For standard diagnostics
H For low-resolution diagnostics
I Not diagnostically useful

Questions 1–5 concern the reproduction of high- and low-
contrast objects with possible responses A–E, and question
6 concerns overall image quality regarding indication, with
possible responses F–I.

(a)

(b)

Figure 1. Multidetector CT images representing the levels of
the brain used for diagnostic image quality assessment: (a)
the upper level of the brain, showing the lateral ventricles
and the basal ganglia, and (b) the lower level of the brain,
including the posterior fossa at the level of the fourth
ventricle. The patient is female, 15 months old, and was
scanned with the parameters according to Table 1.
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evaluations of ordinal data must take into account their
so-called rank-invariant properties, which means that the
methods must be unaffected by a relabelling of the scale
categories. Hence, rank-based statistical methods must
be used [9–11]. The statistical approach [12, 13] used in
this study takes these properties into account and allows
comprehensive analysis of paired ordinal data, which
identifies and measures systematic disagreement (bias)
separately from the individual variations in paired
assessments. The method has been shown to be valuable
in various studies of reliability [14], validity [15–18] and
change [19–24]. The frequency distribution of the
assessments of one radiologist on two different occasions
(intra-observer comparison) and of two different radi-
ologists (interobserver comparison) was displayed in
cross-classification tables where the main diagonal,
representing agreement, is orientated from the lower-
left to the upper-right corner (Figure 2). The agreement
was expressed as percentage agreement (PA).

The presence of systematic disagreement is indicated by
different marginal frequency distributions in the two
assessments. Two measures of systematic disagreement
were calculated: the relative position (RP) and the relative
concentration (RC) with possible values ranging from –1 to
1. In the interobserver analysis the RP expresses the
difference between the proportions of overestimated and
of underestimated scale assessments made by Observer X
compared with the assessments made by Observer Y, and
estimates the difference between corresponding probabil-
ities: p(X,Y) – p(Y,X). Figure 2a shows the paired assess-
ments made by Observers 1 (X) and 2 (Y). The positive RP
(0.33) indicates that Observer 2 systematically used higher
scale categories (which in our study means lower levels of
image quality) than Observer 1. RP50.33 means that 33%
more images are being classified to higher categories than
to lower by Observer 2 when compared with the
classifications made by Observer 1. This means that
Observer 2 was more likely to assess an image as being
of a poorer quality than Observer 1. In the intra-observer
analysis, X denotes the first and Y the second review. The
measure of systematic disagreement in concentration, i.e.
the RC, provides an estimate of the difference between the
probability that Observer X concentrates the assessments
on the scale classifications more than does Observer Y, and
vice versa. It can be seen in Figure 2b that Observer 1 (X)
tends to have a higher proportion of assessments in the
central classification levels than Observer 3 (Y), which is
apparent from the different marginal distributions, hence a
negative value of RC. In intra-observer disagreement, the
value of RC is negative when a higher proportion of the
assessments have central classifications at the first review
than at the second. Values of RP and RC of zero indicate a
lack of systematic disagreement in position and in
concentration on the scale, respectively. The 95% con-
fidence intervals (CI) were estimated by means of the
bootstrap technique. The relative rank variance (RV) is a
measure of additional variability in assessments that
cannot be explained by systematic disagreement. Possible
values of RV range from zero to 1, where non-zero RV
indicates the presence of random disagreement, and the
higher the value of RV the more heterogeneous are the
paired assessments of the same image. For details regard-
ing the calculations of RP, RV and RC, the reader is referred
to Svensson [12, 13, 25].

Results

Intra-observer disagreement

The number of images assessed in the test–retest by each
radiologist was 30 for each level of the brain. When assessing
the lower level of the brain, Q2 (Table 2) was generally not
applicable, and was thus excluded at this level.

The PA values (representing agreement) for Observer
1 ranged from 50% to 83% (Table 3). The results of the
evaluation of the disagreement between the test–retest
assessments of visual grading are given in Table 4. The

(a)

(b)

Figure 2. The frequency distribution of interobserver assess-
ments with corresponding values of systematic disagreement in
relative position (RP) and in relative concentration (RC), the
measure of additional individual variability in assessments (RV)
and percentage agreement (PA). (a) The distribution of
assessments made by Observer 1 and Observer 2 regarding
Q6 in the upper level of the brain (n5248), and (b) the
distribution of assessments made by Observer 1 and Observer 3
regarding Q2 in the upper level of the brain (n5245).

A method to analyse observer disagreement in visual grading studies

The British Journal of Radiology, July 2010 607



RV values are negligibly small, except for Q5 in the lower
level of the brain, which means that the observed
disagreements are mainly owing to small systematic
disagreements in the two assessments of the same
images, with the following exceptions. The positive RP
values for Q3 and Q6 in the upper level of the brain
reveal that Observer 1 was more likely to assess an image
as being of a poorer image quality on the second occasion
than on the first; regarding Q5, the observer concentrated
the assessments more on the second occasion than on the
first (RC, 0.14). In the lower level of the brain, the
negative RP value for Q4 indicated that Observer 1 was
more likely to assess an image as being of a higher image
quality on the second occasion than on the first.

The PA ranged from 63% to 83% for Observer 2 and
from 60% to 87% for Observer 3 (Table 3). The main
explanation of the observed disagreements between the
test–retest assessments is systematic disagreement in the
two assessments (Table 4). Both radiologists were more
likely to assess an image as being of a poorer image
quality on the second occasion.

Interobserver disagreement

When a question was not applicable to an image it was
removed from the evaluation. The number of paired data
ranged between 245 and 248. Table 3 gives the percentage
agreement and Table 5 the values of RP, RV and RC for the
interobserver disagreement analyses of the assessments
regarding the upper and lower levels of the brain.

Observer 1 vs Observer 2
The percentage agreement in the assessments ranged

from 48% to 67%, and the disagreement is mainly
explained by systematic disagreement in the assessments
made by the two observers as the RV values were small.
For the upper level of the brain, only one of the 95%
confidence intervals of the RP and RC values covered the
zero value, which indicates a statistically significant bias
between the observers. RP was positive for all questions
except Q2, i.e. Observer 2 systematically graded the
images as being of a poorer quality than did Observer 1.
Figure 2a shows the disagreement pattern for Q6. The

disagreeing pairs are situated above the diagonal,
indicating that Observer 2 systematically used higher
categories representing lower image quality than
Observer 1. The significant RP value (0.33; 95% CI
0.29–0.38) and the negligible RV value confirm that the
disagreement is explained by the systematic disagree-
ment in relative position on the scale. RC was positive for
all questions except Q6, i.e. Observer 2 systematically
concentrated the assessments more than Observer 1. For
the lower level of the brain, RC remains positive (except
for Q6) whereas RP, in contrast to the upper level of the
brain, was negative for all questions except Q6.

Observer 1 vs Observer 3
The percentage agreement of the assessments ranged

from 48% to 70% and the disagreement is mainly
explained by interobserver bias as the RV values are
small. For the upper level of the brain, RC is negative for
all questions except Q6, which means that Observer 1
most likely concentrated the assessments more than
Observer 3. Figure 2b shows the paired assessments of
Q2. The assessments made by Observer 1 are more
concentrated to the central classifications than the
assessments made by Observer 3, as is evident from
the significant RC value (20.17; 95% CI 20.23 to 20.10)
and the negligible RV value. The RP values differ
between the questions, but indicate significant interob-
server bias in position for Q1, Q4, Q5 (upper level) and
Q1, Q3, Q5 (lower level).

Observer 2 vs Observer 3
The percentage agreement in the assessments ranged

from 41% to 61%. Observer 2 systematically concentrated
the assessments more than Observer 3 for all questions
except Q6, in both the upper and lower levels of the
brain. Systematic disagreement in position on the scales
was found for Q3, Q4 and Q6 (upper level), in that
Observer 2 was more likely to classify the images as
being of a poorer quality than Observer 3; the opposite
was found for Q2 and Q5 (upper level). Corresponding
results were found in the assessments of the lower level
of the brain (Table 5) with the exception of Q4. The RV
values were significant but negligible.

Table 3. Observer agreement

Interobserver agreement Intra-observer agreement

1 vs 2 1 vs 3 2 vs 3 1 2 3

Upper level of the brain
Q1 66 (164/247) 65 (162/248) 55 (138/248) Q1 83 (25/30) 77 (23/30) 70 (21/30)
Q2 62 (152/247) 64 (156/245) 53 (131/246) Q2 53 (16/30) 67 (20/30) 63 (19/30)
Q3 61 (151/248) 66 (163/248) 57 (142/248) Q3 77 (23/30) 83 (25/30) 63 (19/30)
Q4 67 (165/248) 68 (168/248) 61 (152/248) Q4 83 (25/30) 77 (23/30) 60 (18/30)
Q5 63 (156/248) 60 (149/248) 49 (121/248) Q5 73 (22/30) 73 (22/30) 87 (26/30)
Q6 48 (118/248) 70 (173/248) 44 (109/248) Q6 77 (23/30) 63 (19/30) 60 (18/30)
Lower level of the brain
Q1 58 (143/248) 59 (147/248) 60 (149/248) Q1 67 (20/30) 67 (20/30) 80 (24/30)
Q3 67 (165/248) 57 (141/248) 57 (140/248) Q3 77 (23/30) 77 (23/30) 60 (18/30)
Q4 52 (129/248) 64 (158/248) 51 (127/248) Q4 70 (21/30) 63 (19/30) 67 (20/30)
Q5 65 (160/248) 48 (119/247) 41 (102/247) Q5 50 (15/30) 63 (19/30) 77 (23/30)
Q6 52 (130/248) 61 (152/248) 44 (108/248) Q6 80 (24/30) 63 (18/30) 70 (21/30)

The values of percentage agreement (PA) (%) and numerator/denominator within brackets for each observer (1, 2 and 3) and
question (see Table 2) in the upper and lower levels of the brain.
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Discussion

As mentioned in the introduction, evaluation of
observer disagreement in MDCT image quality assess-
ment has been sparsely investigated. Mayo et al [2]
investigated the effect of dose reduction on intra-
observer disagreement using McNemar’s test for paired
data, yielding a x2 statistic with one degree of freedom.
Using this statistical analysis, they were able to show
that a reduction in dose increased the intra-observer
disagreement. Further investigations using the statis-
tical approach demonstrated in this study may have
determined whether the different disagreements were
caused by the same proportions of systematic and
random disagreement, or if they were caused by an
increase in the random disagreement for example.
Otherwise, the k coefficient is often used as a measure
of observer agreement adjusted for the chance-expected
agreement. The k coefficient is a single measure of

agreement and does not explain the different sources of
an observed disagreement and, therefore, is not a very
informative measure when carrying out a thorough
investigation of observer differences. The k value also
assumes unbiased pairs of assessment, which means
identical marginal distributions, which is rarely the case
in agreement studies. Our study has shown that the
observed disagreements could mainly be explained by
the systematic disagreement (bias) between and within
the observers. The intra- and interobserver disagreement
in the paired comparisons were comprehensively ana-
lysed, and the systematic and the occasional sources of
disagreement were identified and measured by RP, RC
and RV. The presence of systematic disagreement can be
adjusted for by training the observers or by specifying
the classifications further. Large individual variability is
a sign of poor-quality scales or unstable examination
situations. The study example is also an absolute visual
grading study, i.e. all the images were graded separately

Table 4. Intra-observer disagreement

Observer 1 Observer 2 Observer 3

Upper level of the brain
RP (95% CI)
Q1 20.01 (20.11 to 0.09) 0.15 (0.00 to 0.29) 0.12 (0.00 to 0.23)
Q2 0.00 (20.15 to 0.16) 0.14 (20.02 to 0.30) 0.04 (20.09 to 0.18)
Q3 0.13 (0.00 to 0.26) 0.03 (20.10 to 0.15) 0.19 (0.03 to 0.35)
Q4 0.02 (20.09 to 0.14) 0.15 (0.01 to 0.28) 0.25 (0.11 to 0.40)
Q5 20.03 (20.17 to 0.11) 0.16 (0.03 to 0.28) 0.09 (0.01 to 0.17)
Q6 0.10 (20.01 to 0.20) 0.16 (0.02 to 0.30) 0.13 (0.00 to 0.26)
RC (95% CI)
Q1 0.04 (20.11 to 0.20) 0.01 (20.09 to 0.12) 20.02 (20.21 to 0.18)
Q2 0.01 (20.21 to 0.23) 20.06 (20.19 to 0.08) 20.05 (20.27 to 0.16)
Q3 20.06 (20.21 to 0.08) 20.03 (20.14 to 0.09) 0.10 (20.12 to 0.31)
Q4 20.07 (20.19 to 0.04) 20.03 (20.20 to 0.14) 0.06 (20.18 to 0.30)
Q5 0.14 (20.02 to 0.29) 0.00 (20.19 to 0.19) 20.07 (20.21 to 0.08)
Q6 20.10 (20.28 to 0.07) 0.10 (20.13 to 0.34) 20.15 (20.35 to 0.05)
RV (95% CI)
Q1 0.00 (0.00 to 0.00) 0.01 (0.00 to 0.02) 0.00 (0.00 to 0.01)
Q2 0.02 (0.00 to 0.05) 0.02 (0.00 to 0.05) 0.01 (0.00 to 0.02)
Q3 0.00 (0.00 to 0.01) 0.00 (0.00 to 0.01) 0.01 (0.00 to 0.04)
Q4 0.00 (0.00 to 0.01) 0.00 (0.00 to 0.01) 0.01 (0.00 to 0.04)
Q5 0.01 (0.00 to 0.02) 0.00 (0.00 to 0.01) 0.00 (0.00 to 0.00)
Q6 0.00 (0.00 to 0.00) 0.01 (0.00 to 0.03) 0.00 (0.00 to 0.01)

Lower level of the brain
RP (95% CI)
Q1 20.09 (20.23 to 0.05) 0.16 (20.01 to 0.32) 0.09 (20.02 to 0.19)
Q3 20.03 (20.20 to 0.14) 0.14 (0.01 to 0.28) 0.19 (0.01 to 0.38)
Q4 20.20 (20.34 to 20.05) 0.25 (0.13 to 0.38) 0.20 (0.06 to 0.34)
Q5 0.03 (20.18 to 0.24) 0.17 (0.02 to 0.33) 20.03 (20.20 to 0.14)
Q6 20.01 (20.13 to 0.12) 0.18 (0.03 to 0.32) 0.27 (0.12 to 0.42)
RC (95% CI)
Q1 0.18 (20.01 to 0.37) 0.03 (20.10 to 0.15) 0.01 (20.10 to 0.11)
Q3 0.00 (0.00 to 0.00) 0.02 (20.12 to 0.15) 0.17 (20.05 to 0.38)
Q4 20.07 (20.27 to 0.12) 20.08 (20.24 to 0.08) 0.17 (0.00 to 0.34)
Q5 20.02 (20.20 to 0.17) 20.12 (20.32 to 0.08) 0.00 (0.00 to 0.00)
Q6 20.06 (20.19 to 0.08) 20.09 (20.31 to 0.14) 0.03 (20.13 to 0.19)
RV (95% CI)
Q1 0.01 (0.00 to 0.03) 0.02 (0.00 to 0.06) 0.00 (0.00 to 0.01)
Q3 0.02 (0.00 to 0.05) 0.00 (0.00 to 0.02) 0.02 (0.00 to 0.05)
Q4 0.00 (0.00 to 0.00) 0.00 (0.00 to 0.00) 0.00 (0.00 to 0.00)
Q5 0.08 (0.00 to 0.17) 0.01 (0.00 to 0.03) 0.02 (0.00 to 0.05)
Q6 0.00 (0.00 to 0.01) 0.03 (0.00 to 0.06) 0.00 (0.00 to 0.00)

The table presents the measures of intra-observer disagreement in the different questions (Table 2) in the upper and lower levels
of the brain. Values of systematic disagreement in position (RP) and in concentration (RC), and the measure of additional
individual variability in assessments (RV) are given, together with the 95% confidence intervals (CI) of the measures.
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in a random order. Radiologists are influenced by their
experience of image quality and by the images graded
previously in the study. It is therefore up to the observer
to be as objective as possible and to consider how the
image quality relates to the image quality criteria defined
by the verbal rating scale. Other aspects on what could
have affected the results of the reviewer were the
viewing conditions. All radiologists used the same
viewing station but were free to review whenever they
had time in their daily schedule, thus representing a
daily work basis. This resulted in the radiologists
reviewing in varying time slots and at different times
of the day. However, with the ViewDEX, all the
reviewers’ logins and logouts were registered and
nothing out of the ordinary was noted. The viewing
environment was constant as it took place in a quiet
image archive where temperature and light were kept
constant. It also is possible that the observers could have
looked at different positions of the image when assessing;

however, the instructions for the observers were to
consider the reproduction of the entire structure.

When optimising MDCT examinations with a visual
grading approach, the visual assessment of image quality is
performed by several radiologists. Considering the various
backgrounds of the radiologists working at a radiology
department, it is preferable that the reviewing radiologists
are representative of the cohort. The systematic disagree-
ment between the radiologists in this study could perhaps
be explained by their previous experience. Our study
showed that the two radiologists specialised in neurology
(Observers 1 and 3) were significantly more critical of the
reproduction of the basal ganglia than Observer 2. In
contrast, Observer 2 was significantly more critical of the
overall image quality than the neuroradiologists. Observer
2 also concentrated the assessments more than the other
observers. The intra-observer evaluation showed little
systematic disagreement regarding the concentration of
scale classifications; however, for the two radiologists with

Table 5. Interobserver disagreement

Observer 1 vs 2 Observer 1 vs 3 Observer 2 vs 3

Upper level of the brain
RP (95% CI)
Q1 0.06 (0.01 to 0.11) 0.10 (0.06 to 0.15) 0.06 (0.00 to 0.12)
Q2 20.19 (20.24 to 20.13) 0.00 (20.05 to 0.05) 0.17 (0.11 to 0.23)
Q3 0.16 (0.10 to 0.22) 20.05 (20.11 to 0.00) 20.21 (20.27 to 20.15)
Q4 0.07 (0.02 to 0.13) 20.08 (20.13 to 20.03) 20.16 (20.22 to 20.10)
Q5 0.07 (0.01 to 0.13) 0.16 (0.11 to 0.22) 0.12 (0.05 to 0.20)
Q6 0.33 (0.29 to 0.38) 20.02 (20.07 to 0.02) 20.36 (20.41 to 20.31)
RC (95% CI)
Q1 0.21 (0.15 to 0.27) 20.10 (20.17 to 20.03) 20.30 (20.36 to 20.24)
Q2 0.17 (0.10 to 0.24) 20.17 (20.23 to 20.10) 20.34 (20.41 to 20.27)
Q3 0.12 (0.05 to 0.19) 20.01 (20.08 to 0.05) 20.14 (20.22 to 20.07)
Q4 0.13 (0.07 to 0.20) 20.02 (20.09 to 0.04) 20.17 (20.24 to 20.10)
Q5 0.17 (0.11 to 0.23) 20.18 (20.25 to 20.11) 20.34 (20.41 to 20.27)
Q6 0.00 (20.09 to 0.09) 0.02 (20.04 to 0.07) 0.06 (20.03 to 0.16)
RV (95% CI)
Q1 0.00 (0.00 to 0.01) 0.01 (0.00 to 0.01) 0.01 (0.00 to 0.02)
Q2 0.01 (0.00 to 0.02) 0.01 (0.00 to 0.03) 0.01 (0.00 to 0.02)
Q3 0.03 (0.01 to 0.05) 0.02 (0.01 to 0.04) 0.02 (0.01 to 0.04)
Q4 0.02 (0.00 to 0.03) 0.01 (0.00 to 0.02) 0.02 (0.01 to 0.03)
Q5 0.02 (0.01 to 0.04) 0.02 (0.01 to 0.03) 0.06 (0.03 to 0.09)
Q6 0.01 (0.00 to 0.02) 0.01 (0.00 to 0.01) 0.01 (0.00 to 0.02)

Lower level of the brain
RP (95% CI)
Q1 20.18 (20.24 to 20.12) 20.11 (20.16 to 20.05) 0.07 (0.01 to 0.13)
Q3 20.05 (20.11 to 0.01) 20.30 (20.36 to 20.24) 20.26 (20.33 to 20.20)
Q4 20.20 (20.26 to 20.14) 20.05 (20.10 to 0.01) 0.15 (0.08 to 0.22)
Q5 20.03 (20.09 to 0.02) 0.30 (0.24 to 0.36) 0.34 (0.27 to 0.41)
Q6 0.25 (0.19 to 0.30) 20.03 (20.09 to 0.03) 20.27 (20.36 to 20.19)
RC (95% CI)
Q1 0.24 (0.18 to 0.31) 0.05 (20.02 to 0.12) 20.18 (20.24 to 20.12)
Q3 0.04 (20.02 to 0.10) 20.05 (20.14 to 0.04) 20.09 (20.18 to 20.01)
Q4 0.18 (0.11 to 0.26) 0.00 (20.06 to 0.06) 20.20 (20.27 to 20.12)
Q5 0.09 (0.03 to 0.15) 20.26 (20.36 to 20.17) 20.37 (20.47 to 20.28)
Q6 20.05 (20.13 to 0.03) 20.01 (20.07 to 0.04) 0.08 (0.00 to 0.16)
RV (95% CI)
Q1 0.02 (0.01 to 0.04) 0.04 (0.02 to 0.07) 0.01 (0.00 to 0.02)
Q3 0.01 (0.01 to 0.02) 0.03 (0.01 to 0.05) 0.04 (0.01 to 0.07)
Q4 0.03 (0.01 to 0.05) 0.03 (0.01 to 0.06) 0.07 (0.04 to 0.12)
Q5 0.02 (0.01 to 0.04) 0.03 (0.02 to 0.05) 0.05 (0.03 to 0.08)
Q6 0.02 (0.01 to 0.03) 0.02 (0.01 to 0.04) 0.05 (0.01 to 0.09)

The table presents the measures of interobserver disagreement for each observer and question (Table 2) in the upper and lower
levels of the brain. Values of systematic disagreement in position (RP) and in concentration (RC), and the measure of
additional individual variability (RV) are given, together with the 95% confidence intervals (CI) of the measures.
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least experience of visually grading image quality for
research purposes (Observers 2 and 3), the disagreement
found consisted mainly of a systematic downgrading of the
image quality the second time the image was reviewed.
With only three radiologists in our study, we have too few
observers to be able to state that the results are related to
their experience, but the method offers the opportunity to
investigate a possible relationship. The findings in this
study did not result in any further dose adjustments above
those concluded in the separate article about the study
example [3]. However, it did give a further dimension of
information that was used as a basis for thorough
discussions at the department regarding what should be
considered a diagnostically useful image.

In conclusion, we have obtained information on the
intra- and interobserver disagreement in a paediatric
cerebral MDCT visual grading study which is, at the time
of writing, not attainable by any other statistical
approach suitable for paired, ordinal data. The statistical
approach used enables the identification of systematic
bias and level of additional individual variability. This
provides information that will help us to gain a better
understanding of the difference in radiologists’ needs for
diagnostic image quality.
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