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Purpose: Spectral/multienergy CT has the potential to distinguish different materials by K-edge char-
acteristics. K-edge imaging involves the two energy bins on both sides of a K-edge. The authors
propose a K-edge imaging optimization model to determine these two energy bins.
Methods: K-edge image contrast with spectral CT depends on the specifications of the two energy
bins on both sides of a K-edge in the attenuation profile of a relatively high atomic number material.
The wider the energy bin width is, the lower the noise level is, and the poorer the reconstructed
image contrast is. Here the authors introduce the signal difference to noise ratio (SDNR) criterion to
optimize the energy bin widths on both sides of the K-edge for the maximum SDNR.
Results: The authors study K-edge imaging with spectral CT, analyze the effect of K-edge energy
bins on the resultant image quality, and establish guidelines for the optimization of energy thresholds.
In simulation, the authors demonstrate that our K-edge imaging optimization approach maximizes
SDNR in reconstructed images.
Conclusions: This proposed approach can be readily generalized to deal with more general settings
and determine the best energy bins for K-edge imaging. © 2012 American Association of Physicists
in Medicine. [http://dx.doi.org/10.1118/1.4754587]

Key words: spectral/multienergy CT, K-edge imaging, energy bins, image reconstruction, signal
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I. INTRODUCTION

X-ray CT has a central role in clinical imaging, often as the
first and only imaging examination for a wide variety of dis-
eases and procedures. The universal acceptance of x-ray CT
in clinical practice is a result of numerous technical innova-
tions. Now, CT scanners in multi-slice/cone-beam geometry
perform 100 × 106 scans annually worldwide and represent
the largest share of the imaging equipment market. Despite
the importance and widespread use of CT, there are well-
recognized challenges associated with the technology.1, 2 A
primary problem with CT is that conventional CT often does
not have sufficiently high contrast resolution for biological
soft tissues. It would be invaluable if conventional x-ray CT
could have much-improved biological resolution and comple-
ment MRI, PET, and SPECT. Fortunately, contrast resolution
or biological resolution, may be significantly improved by the
development of spectral detectors and novel contrast agents.

Spectral CT is an emerging area of CT research and
development.3–7 A common x-ray tube produces a broad spec-
trum of x-rays, and the conventional x-ray CT detector is
a photon-integrating sensor whose output is proportional to
the energy fluence over the entire x-ray spectrum. Given
that x-ray attenuation is dependent both on the object ma-

terial and photon energy, a conventional x-ray CT detector
loses spectrally varying attenuation information due to the en-
ergy integration. In contrast, an energy-discriminative photon-
counting detector has the capability to resolve the energy lev-
els of incident photons,8–11 which helps identify additional in-
formation. X-ray K-edge imaging is an important application
of spectral/multienergy CT, which involves capturing atten-
uation signals on both sides of a K-edge. The detectability
of a K-edge depends on the finite widths of the energy bins,
and then images can be reconstructed from the corresponding
projections in the two energy bins. Different materials can be
easily distinguished according to their unique K-edges, while
their Hounsfield numbers may be very similar in conventional
CT images.12–15 This opens a door for spectral CT to sup-
port functional, cellular, and molecular imaging studies. For
K-edge imaging, threshold settings for energy bins on both
sides of a K-edge have a major impact on spectral image qual-
ity in terms of image contrast and noise level.16–19 Hence, it is
important to partition the two energy bins optimally around a
K-edge.

In this paper, we propose a K-edge imaging optimization
model. Based on this model, we investigate how to select two
energy bins for optimal K-edge imaging. Specifically, we
formulate the K-edge imaging process and introduce a signal

6572 Med. Phys. 39 (11), November 2012 © 2012 Am. Assoc. Phys. Med. 65720094-2405/2012/39(11)/6572/8/$30.00

http://dx.doi.org/10.1118/1.4754587


6573 He et al.: Optimization of K-edge imaging 6573

difference to noise ratio (SDNR) where the signal difference
is defined between reconstructed target region values on
both sides of the K-edge.3, 20 With the SDNR maximization
criterion, we specify the best energy bins for K-edge imaging.
Also, we perform numerical experiments to demonstrate the
feasibility and utility of our proposed energy bin optimization
approach. The remainder of this paper is organized as fol-
lows. In Sec. II, we introduce our proposed K-edge imaging
model and derive relevant formulas.21 In Sec. III, we describe
our experimental design and simulation results. In Sec. IV,
we discuss several relevant issues and conclude the paper.

II. THEORETICAL MODEL

II.A. Tomographic imaging

Physically, the number of photons n produced by an x-ray
source obeys a Poisson random distribution, and its probabil-
ity density function is given by

P {n} = e−I0

n!
I n

0 , (1)

where I0 is the mean of the Poisson random variable n. We
assume that n photons from the x-ray source interact with an
object, and the photon survival probability is

P {m|n} =
(

n

m

)
pm(1 − p)n−m, m = 0, . . . , n, (2)

where p = e−g by the Beer-Lambert law, and g = ∫
L

μ (l) dl

is the integral of the linear attenuation coefficient distribution
along an x-ray path. Thus, the probability function of m sur-
vived photons is expressed as

P {m} =
∞∑

n=m

P {n}P {m|n} =
∞∑

n=m

e−I0

n!
I n

0

(
n

m

)
pm(1 − p)n−m

= e−I0p

m!
(I0p)m. (3)

From Eq. (3), we have the expected value of the survived
photons

E (m) = I0e
−g (4)

and their variance

V ar (m) = I0e
−g, (5)

where I0 is a known flat field value. When an object is in the
beam, the number of photons I recorded by the detector per
unit time can be written as

I = I0e
−g + NI, (6)

where NI is random noise depending on I0e−g. From Eq. (6),
we have

E(NI) = 0, (7)

V ar(NI) = I0e
−g. (8)

For image reconstruction, a sinogram Sθ can be calculated
from the measured intensities I and I0 at each angle θ ,

Sθ = − ln
I

I0
. (9)

We further express the sinogram Sθ as

Sθ = − ln
I0e

−g + NI

I0

= − ln e−g

(
1 + NI

I0e−g

)

= g − ln

(
1 + NI

I0e−g

)

≈ g − NI

I0e−g
. (10)

Then, we have the mean and variance of the sinogram Sθ as
follows,

E(Sθ ) = g, (11)

V ar(Sθ ) = 1

I0e−g
. (12)

Hence, the noise in the sinogram Sθ is

NS = − NI

I0e−g
. (13)

From the sinogram Sθ , an image can be reconstructed using
the filtered backprojection (FBP) formula,

f (r) =
∫ π

0
dθ

∫ ∞

−∞
Sθ (t ′)h(t − t ′)dt

=
∫ π

0
dθ

∫ ∞

−∞
(g(t ′) + Ns(t

′))h(t − t ′)dt ′, (14)

where t = xcos θ + ysin θ . Based on the independence of dif-
ferent detector readings, the expected image f (r) is computed
as

E (f (r)) = E

(∫ π

0
dθ

∫ ∞

−∞
Sθ (t ′)h(t − t ′)dt

)

=
∫ π

0
dθ

∫ ∞

−∞
E(Sθ (t ′))h(t − t ′)dt

=
∫ π

0
dθ

∫ ∞

−∞
g(t ′)h(t − t ′)dt ′, (15)

and the variance of reconstructed image f (r) is

V ar (f (r)) = V ar

(∫ π

0
dθ

∫ ∞

−∞
Sθ (t ′)h(t − t ′)dt

)

=
∫ π

0
dθ

∫ ∞

−∞
V ar(Sθ (t ′))h2(t − t ′)dt

=
∫ π

0
dθ

∫ ∞

−∞

1

I0e−g(t ′) h
2(t − t ′)dt ′. (16)

That is, the reconstructed image f (r) can be decomposed into
the expected value E(f (r)) and the noise components Nf

f (r) = E (f (r)) + Nf . (17)
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Then, we have

E(Nf ) = 0, (18)

V ar(Nf ) =
∫ π

0
dθ

∫ ∞

−∞

1

I0e−g(t ′) h
2(t − t ′)dt ′. (19)

II.B. K-edge imaging

In this section, we optimize the energy bin widths by the
SDNR criterion. Without loss of generality, K-edge image
contrast with spectral CT depends on the two energy bins on
both sides of a K-edge in the attenuation profile of a relatively
high atomic number material. The wider the energy bin width
is, the lower the noise level is, but the poorer the reconstructed
image contrast is. How to determine these two energy bins is
important for K-edge imaging performance. Let the energy
distribution function of an x-ray source be C(E) and we have
the photon number at both sides of the K-edge

IR =
∫ K+w

K+
C (E) dE, (20)

IL =
∫ K−

K−w

C (E) dE. (21)

An attenuation profile of a relatively high atomic number ma-
terial is shown in Fig. 1. In Fig. 1, K− is the attenuation coef-
ficient before the sudden increment in linear attenuation and

K+ is the attenuation coefficient after the increment. If we
perform K-edge imaging at the left and right points K− and
K+, there are few photons to carry the information. Hence,
we must use two energy bins of finite width away from the
points K− and K+ respectively. Let a(r, E) be the attenuation
coefficient function for a position r and energy E, and μR(r)
be the average attenuation coefficient within the energy bin
after the K-edge jump, and μL(r) the average attenuation co-
efficient within the energy bin before the jump. We have

μR (r) = 1

w

∫ K+w

K+
a (r, E) dE, (22)

μL (r) = 1

w

∫ K−

K−w

a (r, E) dE. (23)

Then, the SDNR criterion for this K-edge is defined as

SDNR = μ̄R − μ̄L√
σ 2

R + σ 2
L

= E (fR (r)) − E (fL (r))√
V ar(NfR

) + V ar(NfL
)

= E (fR (r)) − E (fL (r))√
V ar (fR (r)) + V ar (fL (r))

. (24)

where fL(r) and fR(r) are the reconstructed images before and
after the K-edge jump. From Eqs. (15), (16), (22) and (23),
we can reconstruct images f (r) and compute variances of the
image noise Nf as a function of the energy bin width w. In
other words, the SDNR will depend on the energy bin width
w, and can be maximized in this context. Explicitly, Eq. (24)
can be rewritten as follows:

SDNR =

∫ π

0
dθ

∫ ∞

−∞
gR(w, t ′)h(t − t ′)dt ′ −

∫ π

0
dθ

∫ ∞

−∞
gL(w, t ′)h(t − t ′)dt ′

√√√√√
∫ π

0
dθ

∫ ∞

−∞

1

e−gR (w,t ′) 1

w

∫ K+w

K+
C (E) dE

h2(t − t ′)dt ′ +
∫ π

0
dθ

∫ ∞

−∞

1

e−gL(w,t ′) 1

w

∫ K−

K−w

C (E) dE

h2(t − t ′)dt ′
,

(25)

where gR(w, t) and gL(w, t) are the sinograms defined by

gR(w, t) =
∫

(μR(w, t) + μRother (w, t))dl, (26)

gL(w, t) =
∫

(μL(w, t) + μLother (w, t))dl, (27)

where μRother (w, t) and μLother (w, t) are the background pro-
jection data on both sides of the contrast agent K-edge respec-
tively, excluding the contribution due to the contrast agent.

Equation (25) represents an optimization problem, sug-
gesting the optimal w to maximize the SDNR for the K-edge.
Before optimizing the SDNR, we need to determine a reason-
able interval for the energy bin width w. In theory, the average

attenuation coefficient μR over the energy bin after the K-edge
should be greater than the average attenuation coefficient μL

over the energy bin before the K-edge:

μL (r) = 1

w

∫ K−

K−w

a (r, E) dE ≤ μR (r)

= 1

w

∫ K+w

K+
a (r, E) dE. (28)

Then, we can use Eq. (28) as a constraint to calculate the max-
imum energy bin width and search for the optimal w value
from this domain of w to maximize the SDNR for the K-edge.
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FIG. 1. Attenuation profile of a relatively high atomic number material.

III. NUMERICAL SIMULATION

We applied the proposed K-edge imaging theory in nu-
merical simulation. In our simulation, we analyzed two phan-
toms: a multimaterial phantom (Fig. 2) and a thorax phantom
(Fig. 6). As shown in Fig. 2, the multimaterial phantom is a
circular phantom of 2 cm diameter and contains three disks
of 0.5 cm diameter, which was discretized into a 200 × 200
matrix (the pixel size: 0.01 cm × 0.01 cm). The phantom
has a contrast agent test region and a background with cal-
cium solution, soft tissue, and air. We used iodine solution,
barium solution, and gadolinium solution as testing contrast
agents respectively to analyze K-edge imaging performance.
The goal of the multimaterial phantom design is to mimic
a small animal (i.e., a mouse). The concentrations of these
contrast agents were selected in reference to the biomedi-
cal imaging literature.13, 14, 22–29 Biologically relevant contrast
concentrations in the literature are summarized in Table I. Our
numerical simulation was accordingly designed. Specifically,
we had barium mixed with water, iodine, and gadolinium sep-
arately mixed with blood. The concentrations of these contrast
agents are shown in Table II. In Fig. 3, we plotted the linear
attenuation coefficient curves of phantom materials according
to the x-ray attenuation data reported by the National Insti-
tute of Standards and Technology (NIST).30 According to the
linear attenuation coefficient curves in Fig. 3, we synthesized
phantom sinograms in different energy bins.

TABLE II. The concentrations of iodine, barium, and gadolinium solutions.

Contrast agents Concentration (mg/ml) Relative density

Barium 15 1.5%
Iodine 10 0.9%
Gadolinium 5 0.5%

FIG. 2. Multimaterial phantom. (a) The testing contrast agent ROI, (b) the
calcium solution, (c) the air, and (d) the soft tissue.

FIG. 3. Linear attenuation coefficient curves of the selected phantom
materials.

TABLE I. Biologically relevant concentrations of contrast agents in the literature.

Contrast
agents Concentrations in literature

Barium sulfate 0.83% barium + 99.17% water
(Ref. 23)

1.5% barium + 98.5% water
(Ref. 24)

1.0% barium + 99.0% water
(Ref. 25)

0.1455 g/ml ± 0.0021 and
0.1957 g/ml ± 0.0024 (Ref. 26)

Iodine 15, 30, and 150 mg/ml (Ref. 27) 37.5, 75, and 150 μmol/ml (Ref. 14) 1.1% iodine + 98.9% water (Ref. 23) 1.7, 5, and 15 mg/cc (Ref. 28)
Gadolinium 78.5 mg/ml (Ref. 29) 1.00, 5.05, 20.76, and

31.76 mg/ml (6.37, 32.1, 132.0, and
202.0 μmol/ml) (Ref. 13)

37.5, 75, and 150 μmol/ml (Ref. 14) 1.1, 3.3, and 10 mg/cc (Ref. 28)
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To determine the w value for the maximization of the
SDNR in the reconstructed images on both sides of a K-edge,
we need to determine a feasible interval [wmin, wmax] for w.
Theoretically, the attenuation coefficient on the left of the K-
edge decreases faster than that on the right of the K-edge.
Therefore, we can calculate the maximum wmax (when μR

= μL) according to Eq. (28) and Fig. 1 by setting

y (w) = μR (r) − μL (r) = 1

w

∫ K+w

K+
a (r, E) dE

− 1

w

∫ K−

K−w

a (r, E) dE = 0 (29)

and use the Newton method to find the solution numerically.

By the Taylor expansion, the mth order Taylor polynomial
of y(w) is expressed as

y(w) = y(wn) + y ′(wn)(w − wn) + y ′′(ξ )

2!
(w − wn)2 + . . .

+ym(ξ )

m!
(w − wn)m. (30)

By taking a linear approximation for y (w), we obtain a New-
ton iterative scheme

wn+1 = wn − y(wn)

y ′(wn)
, n = 0, 1, · · · . (31)

Using Eqs. (29) and (31), we have

wn+1 = wn −

∫ K+wn

K+
a(x)dx −

∫ K−

K−wn

a(x)dx

a(K + wn) − a(K − wn) + 1

wn

∫ K−

K−wn

a(x)dx − 1

wn

∫ K+wn

K+
a(x)dx

. (32)

Equation (29) is an unconstrained optimization problem, and
its optimal solution is assigned as the maximum of the feasi-
ble interval of w, which is (0,wmax).

According to Eq. (32), we can calculate the domain of
w for iodine solution (0.9%), barium solution (1.5%), and
gadolinium solution (0.5%) respectively, and summarized the
parameter values in Table III.

Then, in reference to Table III we further determined the
optimal w value that maximizes the SDNR in the domain of
w. For that purpose, we considered Eq. (25) as a constrained
optimization problem, which maximizes the SDNR in the do-
main of w. This constrained optimization problem was solved
in the following steps:

(1) Given a w value, calculate the average attenu-
ation coefficient value of contrast agents using
Eqs. (22) and (23).

(2) Capture the projection data in parallel beam geome-
try and generate the full-scan sinogram g(x) of 360
equiangular views.

(3) Add Gaussian noise to the sinogram g(x) according to
Eqs. (11) and (12).

TABLE III. Summary of the optimal and maximum domain widths, and
maximum SDNR for different contrast agents.

Domain width Optimal Maximum
Contrast agent w (keV) w (keV) SDNR

Iodine solution (0.9%) (0, 9.2) 3.2 57.3
Barium solution (1.5%) (0, 12.2) 3.7 103.6
Gadolinium solution (0.5%) (0, 11.5) 3.8 33.0

(4) Use the FBP to reconstruct images on both sides of the
K-edge, and calculate the mean and variances in the
testing region and the SDNR according to Eq. (25).

(5) Repeat the above four steps for different w values
under the constrained condition (the domain of w),
and determine the optimal w value for the maximum
SDNR.

In Fig. 4, we plotted the relationships between w and
SDNR. In our analysis, it was assumed that the photon
count in a unit energy bin was 10 000 [C(E) = 10 000 in
Eqs. (20) and (21)]. Also, we used the optimal w values to

FIG. 4. Relationship between the energy bin width (w) and SDNR. (a) The
curve for iodine solution (0.9%), (b) barium solution (1.5%), and (c) gadolin-
ium solution (0.5%).

Medical Physics, Vol. 39, No. 11, November 2012



6577 He et al.: Optimization of K-edge imaging 6577

FIG. 5. K-edge imaging results with the maximum SDNR values for the tar-
get regions. (a) and (b) The reconstructed images on both sides of the iodine
solution (0.9%) K-edge, (c) and (d) the reconstructed images on both sides of
the barium solution (1.5%) K-edge, and (e) and (f) the reconstruction images
on both sides of the gadolinium solution (0.5%) K-edge. The left column im-
ages are reconstructed on the left side of the contrast agent K-edge, and the
right column images are on the right side of the K-edge. The display window
for all the images is [0, 1].

perform K-edge imaging for each tested contrast agent and
reconstructed images in Fig. 5.

As shown in Fig. 6, the thorax phantom was designed to be
more preclinically relevant, in reference to the Forbild thorax
phantom defined on http://www.imp.uni-erlangen.de/forbild.
The thorax phantom of 20 cm × 20 cm was discretized into
a 400 × 400 matrix (the pixel size: 0.05 cm × 0.05 cm). The
phantom contains a heart region, a tissue region, a lung re-
gion, a vertebra region, and a contrast enhancement region. As
an example, we used gadolinium solution (0.5%) as a testing
contrast agent to analyze the K-edge imaging performance in
an (ROI) inside the heart region. In Fig. 7, we plotted the lin-
ear attenuation coefficient curves of the thorax phantom mate-
rials according to the same x-ray attenuation database hosted
by NIST.

Then, we used our proposed approach to analyze the tho-
rax phantom and determine the best energy bins for K-edge
imaging, and plotted the relationship between w and SDNR,

FIG. 6. Thorax phantom.

as shown in Fig. 8. Also, we calculated the optimal and max-
imum domain widths, and maximum SDNR for gadolinium
solution in the thorax phantom. The results are shown in
Table IV. In our analysis, it was assumed that the photon
count in a unit energy bin was 100 000 [C(E) = 100 000 in
Eqs. (20) and (21)]. Finally, we used the optimal w value to
perform K-edge imaging for the contrast agent (gadolinium
solution) in the thorax phantom and reconstructed images in
Fig. 9.

IV. DISCUSSIONS AND CONCLUSION

In our simulation, there are three key factors worth further
discussion. First, the material attenuation coefficient function
a(r, E) was calculated using the x-ray attenuation database
at NIST.30 Although the x-ray attenuation datasets are

FIG. 7. Linear attenuation coefficient curves of the thorax phantom
materials.
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FIG. 8. Relationship between the energy bin width (w) SDNR for gadolin-
ium solution (0.5%) in the thorax phantom.

accurate, the sampling points are sparse and insufficient to
calculate the exact attenuation coefficient function continu-
ously. Hence, we interpolated the x-ray attenuation coeffi-
cients with respect to the photon energy. As a result, it is
inevitable having generated some errors, compromising the
estimation of the optimal energy bin width. Second, the noise
in a reconstructed image is random and depends on specific
phantom configurations. Thus, the optimal energy bin width is
application-specific. Nevertheless, our optimization approach
is rigorous and can be applied once the application context
or the class of images is known. Additionally, in this initial
study we did not take scattering into account, which gener-
ates errors when the optimal energy bin width is estimated. In
a followup study, the scattering component could be analyti-
cally compensated for, to the first-order approximation.

Our proposed optimization approach was applied assum-
ing the same energy bin width w on both sides of a K-edge
and the same number of incoming photons in the two energy
bins. In principle, our approach can be applied to discuss more
general cases such as different energy bin widths and nonuni-
form incoming x-ray fluxes over a spectral range. More gen-
eral settings may give multiple solutions and can be addressed
with additional constraints. For example, the best solution can
be singled out of the multiple solutions according to the low-
est image noise criterion. A systematic study along this line
is beyond the scope of this initial investigation and will be
performed in the future.

Currently, there are limitations for clinical applications of
spectral CT, such as the low count rate of the photon-counting
energy-discriminative detector, spatial inhomogeneity of the
spectral detection performance, and premature contrast agent
studies that have already yielded exciting results but not yet
been approved by the Food and Drug Administration (FDA).

TABLE IV. Summary of the optimal and maximum domain widths, and max-
imum SDNR for gadolinium solution in the thorax phantom.

Domain width Optimal Maximum
Contrast agent w(keV) w(keV) SDNR

Gadolinium solution (0.5%) (0, 11.4) 3.9 17.1

FIG. 9. K-edge imaging results. (a) and (b) the reconstructed images on both
sides of the gadolinium solution (0.5%) K-edge with the maximum SDNR for
the target region. The display window for the two images is [0, 1].

However, spectral CT has been widely reported and well
tested in preclinical studies. Therefore, K-edge imaging by
spectral CT has a great potential for clinical applications in-
cluding, but not limited, to tissue characterization and contrast
studies.This initial methodological study is mainly focused
on spectral micro-CT of small animals. Our approach can be
readily generalized to deal with more general settings for clin-
ical applications, which will be done in a followup study.

In conclusion, we have proposed an optimization approach
for K-edge imaging with spectral CT and applied it to opti-
mize the energy bin width analytically and numerically. This
approach can be readily generalized for biomedical imaging.
Based on our work, it is now feasible to determine the best
energy bins for any K-edge in a given application.
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