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Key points

• The amygdala mediates emotional processing, in particular fear learning, and disruption of
its function is thought to contribute to the developmental origins of psychiatric disorders like
depression, anxiety and autism spectrum disorders.

• It is difficult to identify the causes of these disorders or provide effective intervention because
most of what is known of amygdala physiology is based on the adult.

• Using the whole-cell patch clamp technique, we show that neurons in the developing rat
amygdala undergo drastic changes to their electrophysiology, including passive membrane
properties, intrinsic currents and resonance.

• This provides the first evidence that amygdala neuron physiology is dynamic before adulthood,
and likely to contribute to emotional development.

• The results help us better understand the normative development of emotional processing and
identify critical periods of maturation that may be sensitive to insult.

Abstract The basolateral amygdala (BLA) is critically involved in the pathophysiology of
psychiatric disorders, which often emerge during brain development. Several studies have
characterized postnatal changes to the morphology and biochemistry of BLA neurons, and
many more have identified sensitive periods of emotional maturation. However, it is impossible
to determine how BLA development contributes to emotional development or the aetiology of
psychiatric disorders because no study has characterized the physiological maturation of BLA
neurons. We addressed this critical knowledge gap for the first time using whole-cell patch
clamp recording in rat BLA principal neurons to measure electrophysiological properties at post-
natal day (P)7, P10, P14, P21, P28 and after P35. We show that intrinsic properties of these
neurons undergo significant transitions before P21 and reach maturity around P28. Specifically,
we observed significant reductions in input resistance and membrane time constant of nearly 10-
and 4-fold, respectively, from P7 to P28. The frequency selectivity of these neurons to input also
changed significantly, with peak resonance frequency increasing from 1.0 Hz at P7 to 5.7 Hz at
P28. In the same period, maximal firing frequency significantly increased and doublets and triplets
of action potentials emerged. Concomitantly, individual action potentials became significantly
faster, firing threshold hyperpolarized 6.7 mV, the medium AHP became faster and shallower,
and a fast AHP emerged. These results demonstrate neurons of the BLA undergo vast change
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throughout postnatal development, and studies of emotional development and treatments for
juvenile psychiatric disorders should consider the dynamic physiology of the immature BLA.
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Introduction

The basolateral nucleus of the amygdala (BLA) is a major
site of sensory input into the amygdala (McDonald, 1998),
and activity in this region plays a critical role in regulating
emotional behaviour (Davis et al. 2003; LeDoux, 2007;
Pape & Pare, 2010). A growing body of evidence from
basic and clinical research suggests that aberrant activity
of the BLA also plays a major role in the aetiology of several
psychiatric and neurological disorders, including anxiety,
depression, autism and addiction (Adolphs et al. 2002;
Rainnie et al. 2004; Shekhar et al. 2005; Truitt et al. 2007;
Koob & Volkow, 2010). These disorders are commonly
expressed early in life (Pine et al. 1998; Kim-Cohen et al.
2003; McEwen, 2003; Steinberg, 2005), and a wealth of
evidence implicates adverse early-life experience as a pre-
disposing factor for psychiatric illness and associated
amygdala dysfunction later in life (Heim & Nemeroff,
2002; Zhang et al. 2004; Kraszpulski et al. 2006; Seidel
et al. 2008; Hicks et al. 2009; Sadler et al. 2011). The
mechanisms by which early-life experiences impact the
developing amygdala remain largely unknown because
our understanding of amygdala physiology is based
almost exclusively on research conducted in adult animals.
Consequently, to better understand how early-life events
can impact affective behaviour later in life, a critical first
step is to chart the normative developmental trajectory
of the amygdala. Here we provide the first evidence for
electrophysiological changes in the developing amygdala.

The few studies that have addressed other aspects of
amygdala development reveal a highly dynamic neuronal
environment in juvenile rodents, which does not begin
to stabilize until at least postnatal day (P)28 (Morys
et al. 1998; Berdel & Morys, 2000; Brummelte et al.
2007; Davila et al. 2008). For example, the neuronal
composition of the BLA is highly dynamic during the
first postnatal month. Numerous in the BLA from birth,
principal neurons account for about 85% of all neurons
in the adult BLA (McDonald, 1985; McDonald et al. 1989;
Berdel et al. 1997a). In contrast, interneurons expressing
parvalbumin, which comprise a large portion of inter-
neurons, first appear in the BLA around P14 and do
not reach mature levels until about P25–30 (Berdel &
Morys, 2000). In parallel with these changes, the number

of synaptic contacts in the BLA nearly triples, while cell
soma size doubles, and neuronal density is halved between
P7 and P14 (Berdel et al. 1997a; Morys et al. 1998). These
changes are, in turn, mirrored by changes in thalamic
and cortical inputs, which only emerge at P7 and are
continually refined until P26 (Bouwmeester et al. 2002).
Finally, the protein expression of key ion channels in BLA
neurons changes on a similar time scale (Vacher et al.
2006).

We and others have shown that the normal function of
the adult BLA is tightly regulated by a reciprocal inter-
action between principal neurons and GABAergic inter-
neurons (Rainnie et al. 1991a,b; Ehrlich et al. 2009; Ryan
et al. 2012). Given the studies outlined above, the neural
circuitry of the BLA, and hence its function, would be
predicted to change dramatically across development.
Consistent with this premise, at P7 rats approach
an aversively-conditioned stimulus, only expressing the
mature avoidance behaviour after P10 (Sullivan et al.
2000). Similarly, adult-like expression of fear-potentiated
startle does not emerge until P23 (Hunt et al. 1994;
Richardson et al. 2000). Other aspects of conditioned
fear, including the emergence of trace conditioning and
reinstatement, change on a similar time scale (Campbell
& Ampuero, 1985; Moye & Rudy, 1987; Kim & Richardson,
2007).

Despite the compelling evidence of early-life trans-
itions in BLA function, no study to date has examined
how changes in the physiological properties of individual
BLA neurons contribute to these critical periods of
development. This information is essential if we are to
understand how the adult BLA becomes organized, how
it comes to communicate with other brain regions, and
how early-life perturbations could influence mature BLA
function. We have begun to address this knowledge gap
using whole-cell patch clamp recording to characterize
the physiological development of BLA principal neurons
during the first postnatal month. We show that these
neurons undergo significant transitions in intrinsic
properties which define their sensitivity to input and
characteristic activity, including passive and oscillatory
membrane properties, action potential waveform, and
spike-train characteristics.
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Methods

Ethical approval

All experimental protocols strictly conform to National
Institutes of Health guidelines for the Care and Use
of Laboratory Animals, and were approved by the
Institutional Animal Care and Use Committee of Emory
University.

Animals

Rats born in-house to time-mated Sprague–Dawley
female rats (embryonic day 14 on arrival, Charles River,
Wilmington, MA, USA) were used in all experiments. Pups
were housed with the dam prior to weaning on postnatal
day (P)22 or P23 (considering P1 as day of birth). After
weaning, rats were isolated by sex and housed three to four
per cage with access to food and water ad libitum. Animals
attributed to each recording day (P7, P10, P14, P21 and
P28) were recorded on that day or the following day (P7–8,
P10–11, P14–15, P21–22 and P28–29, respectively).

Slice preparation

Slices containing the BLA were obtained as pre-
viously described (Rainnie, 1999). Briefly, animals
were decapitated under isoflurane anaesthesia (Fisher
Scientific, Hanoverpark, IL, USA) if older than 11 days,
and the brains rapidly removed and immersed in ice
cold, 95% oxygen–5% carbon dioxide-perfused ‘cutting
solution’ with the following composition (in mM): NaCl
(130), NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2

(6.0), CaCl2 (1.0), glucose (10), ascorbate (0.4), thiourea
(0.8), sodium pyruvate (2.0) and kynurenic acid (2.0).
Coronal slices containing the BLA were cut at a thickness
of 300–350 μm using a Leica VTS-1000 vibrating blade
microtome (Leica Microsystems Inc., Bannockburn, IL,
USA). Slices were kept in oxygenated cutting solution
at 32◦C for 1 h before transferring to regular artificial
cerebrospinal fluid (ACSF) containing (in mM): NaCl
(130), NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2

(1.30), CaCl2 (2.50), glucose (10), ascorbate (0.4), thiourea
(0.8) and sodium pyruvate (2.0).

Patch clamp recording

Individual slices were transferred to a recording chamber
mounted on the fixed stage of a Leica DMLFS microscope
(Leica Microsystems Inc., Bannockburn, IL, USA) and
maintained fully submerged and continuously perfused
with oxygenated 32◦C ACSF at a flow rate of 1–2 ml min−1.
The BLA was identified under ×10 magnification.
Individual BLA neurons were identified at ×40 using
differential interference contrast (DIC) optics and infrared
(IR) illumination with an IR sensitive CCD camera (Orca

ER, Hamamatsu, Tokyo Japan). A subset of neurons was
filled using patch solution with added biocytin (0.3%)
to confirm localization within the BLA. After some
recordings, cytosol was recovered and screened using
single-cell reverse-transcriptase PCR (as we described pre-
viously in Hazra et al. 2011) to confirm the presence
of the glutamate transporter, VGluT, which was seen
in 58/60 neurons tested across all ages. Patch pipettes
were pulled from borosilicate glass and had a resistance
of 4–6 M�. Patch electrode solution had the following
composition (in mM): potassium gluconate (130), KCl
(2), HEPES (10), MgCl2 (3), K-ATP (2), Na-GTP (0.2)
and phosphocreatine (5), titrated to pH 7.3 with KOH,
and 290 mosmol L−1. Data acquisition was performed
using either a MultiClamp 700A or an Axopatch 1D
amplifier in conjunction with pCLAMP 10.2 software and
a DigiData 1322A AD/DA interface (Molecular Devices,
Sunnyvale, CA, USA). Whole-cell patch clamp recordings
were obtained and low-pass filtered at 2 kHz and digitized
at 10 kHz. The membrane potential was held at −60 mV
for all neurons if not specified. Cells were excluded if
they did not meet the following criteria: a stable resting
membrane potential more negative than −55 mV; access
resistance lower than 30 M�; stable access resistance
throughout recording, changing less than 15%; and action
potentials crossing 0 mV. Where indicated, Cs+ (5 mM,
Sigma-Aldrich, St Louis, MO, USA) was administered by
bath application.

Data analysis

Data were analysed by importing the raw voltage
and current traces into Matlab (The MathWorks,
Natick, MA, USA) using scripts provided with
sigTOOL (http://sigtool.sourceforge.net/, developed at
King’s College London) and processed with customized
scripts (available upon request). To characterize neurons
in current clamp, first, a series of 10 hyperpolarizing and
depolarizing, 1 s long, square-wave current steps were
injected. They were scaled so that, for each cell, the peak
voltage deflections were to approximately −80 mV and
−40 mV (amplitude of negative current injections ranged
from a minimum of −20 pA at P7 to a maximum of
−1000 pA at P28, and positive current injections from
+16 pA at P7 to +800 pA at P28). Second, linear ramps
of depolarizing current were injected, lasting 250 ms and
scaled to depolarize the neuron to −35 mV and elicit
an action potential within the final 50 ms (peak current
ranged from a minimum of +85 pA at P7 to a maximum
of 555 pA at P28).

Membrane properties and intrinsic currents

Input resistance and time constant were calculated using
the deflection (approx. 5 mV) in response to the smallest
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hyperpolarizing current step (minimum of −4 pA at P7,
maximum of −200 pA at P28). The time constant was
defined as the time necessary for the cell to reach 63.2% of
its maximal deflection; input resistance was calculated as
the ratio of peak voltage deflection to the current injected.
To measure the hyperpolarization-activated, non-specific
cation current, Ih, neurons were voltage clamped at a
holding potential of −60 mV and stepped to −100 mV
for 600 ms in the presence of 1 μM TTX. The waveform
of the Ih current was generated by subtracting a current
trace measured in the presence of bath-applied, 5 mM Cs+,
known to block Ih, from that measured in its absence. This
subtraction current was used to measure amplitude and
activation time constants of Ih. A two-term exponential
fit (eqn (1), k = 2) was used to extract fast and slow time
constants of Ih activation, except at P7, where two terms
over-parameterized the fit and a one-term exponential
(eqn (1), k = 1) was used instead.

f (t) =
k∑

i=1

A i × e
−t/τi + C (1)

Action potentials and spike trains

Action potentials were detected using a heuristic to
locate peaks in the second derivative of the membrane
potential waveform. The time of the peak was assigned
to be the time of spike initiation and the voltage
assigned as action potential threshold, which correlated
well with visual inspection of the data. Since the
sampling rate used here was not fast compared to the
frequency of the action potential waveform (10 kHz
compared to ∼1 kHz), linear interpolation between data
points was used to enhance the temporal resolution of
measurements of 10–90% rise time, 90–10% decay time
and half-maximal width. These parameters and average
action potential waveforms were calculated using spikes
collected in the ramp protocol described above. Fast and
medium afterhyperpolarizations (AHPs) were measured
on spike-triggered averages from every spike captured (at
least 8) during a 1 min recording from neurons clamped
manually at action potential threshold with direct current
(DC). Fast AHP peak was measured at a local minimum
directly following spike repolarization, if visibly distinct
from the medium AHP and occurring within 15 ms of
spike initiation. Medium AHP peak was measured at the
minimum voltage following the spike, if a peak occurred
within 150 ms of spike initiation (Storm, 1989).

Data on spike trains were collected from responses to
the depolarizing, 1 s-long, square-wave current injections
described above. Spike trains were included in the analysis
if the mean of their inter-spike membrane potential
fell within 1 standard deviation of the spike threshold

measured for each age. Inter-spike intervals (ISIs) were
calculated using the times for spike initiation in these
traces, and the instantaneous firing frequency of the spike
train was calculated as the reciprocal of these ISIs.

Resonance and oscillations

Resonance was assessed by injecting neurons with a
ZAP current, a sinusoidal current of fixed amplitude
that sweeps logarithmically from 0.1 to 12 Hz over 30 s.
The amplitude of the current was adjusted to elicit a
20 mV maximal depolarization from a baseline potential
of −70 mV. Impedance was calculated as a function of
input frequency for each neuron by deriving a power
spectrum for the voltage response to the ZAP current,
using fast Fourier transforms in the Chronux toolbox
for Matlab (Bokil et al. 2010), and normalizing it to
the power spectrum of the injected current. In order to
extract peak values from noisy power spectra and generate
averages, the raw impedance traces were fit with a sixth
order polynomial. Prominence was calculated using power
spectra as the proportion of total power in the entire
range considered (1–10 Hz) found in a given frequency
band (1–2, 2–4, 4–6, 6–8, or 8–10 Hz). The change in
prominence due to Cs+ application was calculated as a
ratio of the power in a given frequency band in Cs+

and TTX to that in TTX alone. Correlation analysis
of the relationship between membrane time constant
(τmemb) and peak resonance frequency was performed
using GraphPad Prism 4 (GraphPad Software Inc., La
Jolla, CA, USA). The presence of membrane potential
oscillations (MPOs) in recordings of neurons gradually
depolarized to action potential threshold was assessed by
an observer blinded to age group. Spike-triggered averages
of these depolarized traces were generated using Matlab to
observe phase relationships between action potentials and
putative MPOs.

Statistics

Data points greater than 2 standard deviations from the
mean were deemed outliers and removed from statistical
analysis. All data sets were tested for normality using the
Shapiro–Wilk test (α = 0.05) and for homoscedasticity
using Levene’s test (α = 0.0001), implemented in Matlab.
Data sets for mAHP and fAHP amplitude, maximal firing
rate, peak resonance frequency, and Ih amplitude passed
the Shapiro–Wilk and Levene’s tests, so one-way ANOVA
with Tukey’s post hoc test (α = 0.05) was used to assess
significance. To account for age-dependent changes in
variance, values of Rin, τmemb, and action potential rise
and decay times were log-transformed before statistical
analysis. Because the data sets for 6 of 7 basic electro-
physiological parameters (Rin, τmemb, action potential
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half-width, rise time, decay time and first inter-spike inter-
val, but not action potential threshold) failed either the
Shapiro–Wilk or Levene’s test, all of these data sets were
analysed using the Kruskal–Wallis test for overall effect of
age on each parameter (α = 0.05). The Kruskal–Wallis test
was also used for mAHP and fAHP times-to-peak. When
a main effect was found, pairwise comparisons were made
for each age group with two nearest older and younger
groups (i.e. P21 vs. P10, 14, 28 and >35) using Wilcoxon’s
rank sum test (Matlab) with a Bonferroni correction for
the resulting nine comparisons (α = 0.0056). Significant
changes in prominence were assessed using a two-way,
repeated measures ANOVA with Bonferroni post hoc test,
with frequency band as a within-subjects factor and age as
a between-subjects factor. Peak resonance frequency was
exponentially correlated with τmemb using a least-squares
method with eqn (1) (k = 1) in GraphPad Prism for all
data from P14, P21 and P28.

An analysis of the effects of sex on physiological
maturation was performed using a two-way ANOVA with
factors of sex and age for the following parameters using
GraphPad Prism: Rin, τmemb, action potential threshold,
half-width, rise time, decay time, and first interspike inter-
val. Significance was assessed for a main effect of sex in
each parameter (α = 0.05). This analysis included 16 male
and female neurons from five male and three female rats at
P14, 12 male and female neurons from three male and two
female rats at P21, and 12 male and eight female neurons
from four male and two female rats at P28. No neurons
were included from P7 or P10 due to difficulty assessing sex
in the young rats. A post hoc power analysis for the effect of
sex was conducted using G∗Power (Erdfelder et al. 1996)
with α = 0.05.

Results

Data were collected from a total of 499 BLA neurons from
93 rats on postnatal day (P)7, P10, P14, P21 and P28. Also
included were data from 53 neurons from 26 older animals
(P > 35) for comparison with the preadolescent data.
To make gross comparisons of neural properties across
development, we first examined the voltage response of
patch clamped principal neurons to transient (1 s) hyper-
polarizing and depolarizing current injections at P7, P14,
P21 and P28. As illustrated in Fig. 1, BLA principal neurons
at each developmental time point had distinct voltage
responses to DC injection. The most obvious changes
were to input resistance (Rin), membrane time constant
(τmemb), the depolarizing voltage sag upon membrane
potential hyperpolarization likely to be caused by Ih, and
the pattern of action potentials. Below we quantify these
and many other physiological changes to BLA principal
neurons across the first postnatal month.

Postnatal maturation of passive membrane properties

We measured the passive electrical properties of principal
neurons at all time points when manually held at
−60 mV with DC injection. Here, Rin and τmemb were
estimated from small, <5 mV hyperpolarizing voltage
deflections elicited by transient current injection. We
observed a significant reduction in Rin of nearly 10-fold
across the first postnatal month (Fig. 2A; P < 0.001,
Kruskal–Wallis, χ2

5 = 241.8), with the greatest changes
occurring before P21. There was a more than twofold
reduction in Rin from P7 to P14, and a nearly threefold
reduction from P14 to P21. Specifically, Rin decreased
significantly from a median value of 523.7 M� at P7
(n = 45) to 374.8 M� at P10 (n = 37), 238.4 M� at
P14 (n = 54), 88.0 M� at P21 (n = 43) and 55.9 M�
at P28 (n = 58; Wilcoxon’s rank sum post hoc test). By
P28, Rin had achieved its mature value and was not
significantly different (P > 0.05) from neurons aged >P35
(52.67 M�, n = 56). Membrane time constant followed a
similar developmental trajectory to Rin (Fig. 2B and C),
with a nearly fourfold reduction from P7 to P28. Over-
all there was a significant effect of age (Kruskal–Wallis,
χ2

5 = 221.4), with a nearly twofold reduction from P7
to P14 and another twofold decrease from P14 to
P28. Whereas the change from P7 to P10 was not
significant (P > 0.05, Wilcoxon’s rank sum post hoc test;

Figure 1. Maturation of physiological properties of BLA
principal neurons across the first postnatal month
Illustrated are representative voltage responses to a series of
transient (1 s) hyperpolarizing and depolarizing current steps,
depicting age-dependent changes in the active and passive
membrane properties of BLA principal neurons. All neurons were
held at −60 mV with direct current injection. The amplitudes of
current injection were adjusted for each neuron to normalize the
voltage deflections. Note the difference in scale for the current
injections of the neurons depicted in the top panel (postnatal day 7
(P7, left) and 14 (right)) and those depicted in the bottom panel (P21
(left) and 28 (right)).

C© 2012 The Authors. The Journal of Physiology C© 2012 The Physiological Society
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median = 59.1 ms at P7, n = 45; 50.5 ms at P10, n = 39),
there was a significant (P < 0.001) decrease from P10 to
P14 (32.0 ms, n = 53), P14 to P21 (18.0 ms, n = 45), and
P21 to P28 (15.1 ms, n = 56). Similar to Rin, τmemb reached
its mature value by P28 and did not change significantly
between P28 and >P35 (15.1 ms, n = 54; P > 0.05).
Having observed significant age-dependent changes in
the passive membrane properties of BLA principal
neurons, we next examined concomitant changes in active
properties, beginning with the voltage-gated current, Ih.

Postnatal maturation of intrinsic currents

Development of the voltage-gated current, Ih. One
current which classically contributes to passive
membrane properties like Rin and τmemb is the
hyperpolarization-activated cation current, Ih. This
current mediates a depolarizing voltage sag observed in
response to hyperpolarization from rest that is readily
apparent at all ages (Fig. 1). When neurons were manually
held at −60 mV and the amplitude of the transient hyper-
polarizing current steps adjusted to elicit peak voltage
deflections to −80 mV, the depolarizing sags observed
in the voltage response had a similar amplitude at all
time points (Fig. 3A); however, the rate of onset of the
sag increased with age. Significantly, the voltage sag was
abolished at all ages by bath application of 5 mM Cs+,
suggesting it is likely to be mediated by activation of Ih.
An example of the Cs+ blockade of the depolarizing sag at
P28 is illustrated in Fig. 3A, upper trace. Considering the
differences in Rin across ages and the visible differences
in the kinetics of the voltage sag, we next quantified the
maturation of Ih in voltage clamp.

To quantify the amplitude and kinetics of Ih activation,
the membrane potential was stepped from −60 to
−100 mV, both before and after application of 5 mM

Cs+, and the resulting currents were then subtracted
to isolate Ih. The mean isolated Ih for each time point
is illustrated in Fig. 3B. Analysis of the peak amplitude
revealed a steady increase of Ih amplitude across the
entire first postnatal month (Fig. 3C), such that the
mean Ih amplitude was 91.5 ± 28.1 pA at P7 (n = 10),
359.8 ± 82.3 pA at P14 (n = 14), 518.1 ± 239.2 pA at P21
(n = 11), and 641.9 ± 239.8 pA at P28 (n = 11). Notably,
significant transitions occurred from P7 to P14 and from
P14 to P28 (P < 0.01, one-way ANOVA with Tukey’s post
hoc test, F3,42 = 19.93). The activation kinetics of Ih were
estimated by fitting its charging curve with a two-term
exponential equation, except at P7, when the curve was
sufficiently parameterized with a one-term exponential.
The fast time constant decreased from 25.4 ± 6.3 ms
at P14 (n = 19) to 19.6 ± 2.4 ms at P21 (n = 15), but
remained steady between P21 and P28 (19.1 ± 2.7 ms,
n = 13; Fig. 3D, filled circles). The single time constant
at P7 was 188.5 ± 61.1 ms (n = 11), which was similar
to the slow time constant of activation for the other
ages (253.5 ± 65.2 at P14, 252.9 ± 127.7 at P21, and
361.7 ± 340 at P28; Fig. 3D, filled triangles).

Development of intrinsic resonance. Membrane
properties like τmemb and active currents like Ih help shape
intrinsic resonance, which acts as a band-pass filter to
enhance responsiveness to synaptic input at particular
frequencies. BLA principal neurons in the adult rat,
guinea pig and primate exhibit a preferred resonance
frequency between 2.5 and 6 Hz (Pape & Driesang,
1998; Ryan et al. 2012). Resonance properties of neurons

Figure 2. Input resistance and membrane time constant decrease with age
A and B, box and whisker plots show input resistance (A) and membrane time-constant (B) of BLA principal neurons
across the first postnatal month and in adulthood (n = 45 (P7), 37–39 (P10), 53–54 (P14), 43–45 (P21), 56–58
(P28), and 54–56 (P > 35)). Significance was assessed using Wilcoxon’s rank-sum test and pairwise comparisons
were made for each age group with up to four neighbouring time points (see inset tables for results) using a
Bonferroni correction for the resulting 9 comparisons (∗∗∗P < 0.001; NS: not significant, P > 0.05). C, maturation
of membrane time constant is illustrated with the average, normalized membrane charging in response to a small,
hyperpolarizing current step (approximately 5 mV deflection) for each developmental time point (n = 48 (P7), 28
(P10), 56 (P14), 45 (P21), and 58 (P28)).

C© 2012 The Authors. The Journal of Physiology C© 2012 The Physiological Society
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are likely to contribute to the production of network
oscillations (Lampl & Yarom, 1997; Desmaisons et al.
1999; Richardson et al. 2003; Tohidi & Nadim, 2009),
and recent evidence suggests that network oscillations in

Figure 3. Developmental increase in Ih amplitude and kinetics
in BLA principal neurons
A, representative voltage responses of neurons to a hyperpolarizing,
square step of magnitude adjusted to elicit a 20 mV peak deflection.
Neurons were recorded in the presence of 1 μM TTX at each time
point, and blockade of Ih by 5 mM caesium (Cs+) is depicted for a
neuron at P28. Neurons had baseline membrane potential adjusted
to −60 mV with direct current. B, voltage-clamp recordings
following Cs+ application (5 mM) subtracted from those prior to Cs+
application depict the maturation of a Cs+-sensitive current.
Neurons were held at −60 mV and stepped to −100 mV, and all
recordings were performed in the presence of 1 μM TTX (n = 10
(P7), 14 (P14), 11 (P21), 11 (P28)). C, peak amplitudes of subtraction
currents from B are plotted as means ± SEM for each time point.
Significance was assessed using a one-way ANOVA with
Bonferonni’s post hoc test, and pairwise comparisons were made for
each age group with up to three neighbouring time points
(∗∗∗P < 0.001; ∗∗P < 0.01). D, plotted as means ± SEM for each
age, the time constant of Ih activation was measured from a double
exponential fit to the subtraction currents in B at all ages except P7,
which was sufficiently fitted with a single exponential.

the BLA at the frequency of principal neuron resonance
are intimately related to fear memory formation and
expression (Popa et al. 2010; Lesting et al. 2011).
Considering the potential contribution of BLA principal
neuron resonance to the generation of fear expression and
learning, we next examined the ontogeny of resonance
properties in these neurons.

By injecting a sinusoidal ZAP current of increasing
frequency (see Methods) we were able to determine
the peak resonance frequency, the input frequency that
elicits the greatest membrane deflection, of BLA principal
neurons across development. As illustrated in Fig. 4A, the
population responses to ZAP currents at P7, P14, P21 and
P28 clearly showed a shift in the resonance frequency of
principal neurons, with more mature neurons showing
higher resonance frequencies. By taking the ratio of power
spectra for output voltage and ZAP input current, we
generated functions of impedance vs. input frequency
(Fig. 4B). Here, the peak resonance frequency increased
sharply and significantly until P21 (P < 0.001, one-way
ANOVA with Tukey’s post hoc test, F3,91 = 74.31), with
values (mean ± SD) of 0.97 ± 0.33 Hz at P7 (n = 21),
2.63 ± 1.48 Hz at P14 (n = 24), 5.47 ± 1.30 Hz at P21
(n = 21), and 5.69 ± 1.49 Hz at P28 (n = 29; Fig. 4C).

To determine how developmental changes in Ih may
contribute to the maturation of resonance, we blocked
Ih using Cs+ and measured changes in the responses to
ZAP currents across the first postnatal month (Fig. 5A).
At all ages, Cs+ application reduced the peak resonance
frequency to below 1 Hz (0.60 ± 0.09 Hz at P7 (n = 8),
0.67 ± 0.22 Hz at P14 (n = 9), 0.85 ± 0.29 Hz at P21
(n = 8), and 0.94 ± 0.49 Hz at P28 (n = 11)). However,
the effect of Cs+ blockade on resonance involves more
than a change in peak frequency; therefore, to highlight
differences in the contribution of Ih to resonance across
ages, we quantified the effect of Cs+ on prominence, the
proportion of total power between 1 and 10 Hz found in
a given frequency band (1–2, 2–4, 4–6, 6–8, or 8–10 Hz)
(Burton et al. 2008).

As shown in Fig. 5B, the change in prominence due
to Cs+ application varied by age as an inverted ‘U’ with
Cs+ having relatively little impact at P7 and causing
robust changes at P14, then having a progressively
weaker effect at later time points. There were significant
main effects on change in prominence of frequency
band (F4,272 = 518.1, P < 0.0001, two-way ANOVA with
repeated measures) and age (F3,272 = 28.9, P < 0.0001),
as well as a significant interaction effect (F12,272 = 40.9,
P < 0.0001). Specifically, at P7 Cs+ increased prominence
(mean ± SD) at 1–2 Hz by 32.9 ± 20.1% and reduced
prominence in the higher bands by between 3 and 20%
each (n = 18). Compared to P7, Cs+ application at P14
caused a significantly greater increase in prominence
in the 1–2 and 2–4 Hz bands (+157.3 ± 49.4% and
+28.2 ± 12.6%, respectively; P < 0.001, Bonferroni post
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Figure 4. Maturation of intrinsic resonance towards higher
frequencies
A, membrane potential response, shown as mean (black line) and
standard deviation (grey band), to a ZAP current (Iin, fixed amplitude
and logarithmically increasing frequency, shown at bottom) is
depicted for each age (n = 22 (P7), 24 (P14), 22 (P21), and 32
(P28)). Neurons were first hyperpolarized to −70 mV with direct
current, and ZAP current amplitude was adjusted for each neuron to
elicit a 20 mV depolarizing deflection. Instantaneous frequency of
the injected current is highlighted with grey bars above each trace,
and the mean, peak resonance frequency for each age is depicted
amid the grey bars with a filled triangle. B, relative impedance for
input from 0.1–10 Hz, calculated by normalizing the power spectra
of the voltage responses in A to the power spectra of injected
current, were fitted with polynomials and plotted as the mean (n
consistent with A). C, peak resonance frequency is plotted as
means ± SEM, measured at the maximum of each neuron’s
individual power spectrum (n = 21 at P7, 24 at P14, 21 at P21, and
29 at P28). Statistical significance was assessed with a one-way
ANOVA using Bonferroni’s post hoc test to compare all data sets
(∗∗P < 0.001 versus all other groups).

hoc test), and a significantly greater reduction in the 4–6,
6–8 and 8–10 Hz bands (−31.8 ± 7.5%, −53.0 ± 9.0%,
and −58.3 ± 7.6%, respectively; n = 19; P < 0.01). The
effect of Cs+ at P21 was significantly weaker than at
P14 (P < 0.001) in the 1–2, 4–6 and 6–8 Hz bands
and significantly greater (P < 0.01) in the 2–4 Hz band
(+113.9 ± 43.1% at 1–2 Hz, +44.6 ± 16.3% at 2–4 Hz,
−9.5 ± 6.7% at 4–6 Hz, −35.0 ± 9.3% at 6–8 Hz, and
−46.5 ± 11.5% at 8–10 Hz; n = 19). The trend continued
at P28, with Cs+ having a weaker effect than at
P21. Specifically, Cs+ caused a significantly smaller
increase in prominence in the 1–2 Hz band (P < 0.001;
+68.9 ± 27.4%) but effects in the remaining bands were
not significantly different than at P21 (+33.4 ± 13.5% at
2–4 Hz, −2.2 ± 4.3% at 4–6 Hz, −23.7 ± 8.9% at 6–8 Hz,
and −34.8 ± 11.8% at 8–10 Hz; n = 16).

The effects of Cs+ on resonance were largely attributable
to a direct effect on τmemb. In control conditions, peak
resonance frequency was correlated with τmemb using a
standard exponential equation (see Methods), yielding a
R2 value of 0.76 with A1 = 12.42, τ1 = 17.24 and C = 0.28
(Fig. 5C). Application of Cs+ increased τmemb at P14,
P21 and P28 by an average of 67.0, 19.0 and 24.5 ms,
respectively, causing a corresponding reduction in peak
resonance frequency at each age (Fig. 5D). Based on
these observed changes to oscillatory properties of BLA
principal neurons, we next characterized the maturation
of spontaneous expression of membrane oscillations.

Development of spontaneous membrane potential
oscillations. The oscillatory properties of adult BLA
principal neurons manifest not only as resonance, but also
as spontaneous membrane potential oscillations (MPOs;
Pape et al. 1998; Ryan et al. 2012). These MPOs can
influence spike timing and interact with resonance to filter
synaptic input based on frequency (Desmaisons et al. 1999;
Izhikevich, 2002; Sancristobal et al. 2010). Furthermore,
we have recently shown that phase-locked MPOs and
coordinated spiking in adult BLA principal neurons
are promoted by spontaneous, synchronous inhibitory
postsynaptic potentials, highlighting a mechanism by
which MPOs could contribute to network oscillations
in the BLA (Ryan et al. 2012). We were therefore inter-
ested in the ontogeny of network oscillations in the
BLA, and next examined the expression of MPOs in
neurons at P7, 14, 21 and 28. Here, principal neurons
were depolarized to action potential threshold with DC
injection. As illustrated in Fig. 6A, neurons at P7 were
more likely to fire action potentials in bursts, whereas P28
neurons had a more stable membrane potential and fired
sporadically (Fig. 6A). When depolarized to threshold,
neurons also became more likely to exhibit spontaneous
MPOs across the first postnatal month (Fig. 6B and C). A
blinded, qualitative analysis of current-clamp recordings
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near threshold revealed that only 5% of BLA principal
neurons exhibited spontaneous MPOs at P7 (n = 20) and
P10 (n = 19), but MPOs were present in 23% of neurons
at P14 (n = 26), 64% at P21 (n = 25), and 60% at P28
(n = 48). Moreover, when we measured the frequency of
spontaneous MPOs for neurons with a discernible peak in
the power spectrum of their activity during a low-spiking
period at threshold, we observed that it increased with
development (3.8 ± 1.0 Hz at P14, n = 3; 3.7 ± 1.9 Hz
at P21, n = 12; 4.4 ± 1.9 Hz at P28, n = 22). In other
brain regions, MPOs are capable of organizing action
potential timing (Llinas et al. 1991; Gutfreund et al. 1995;

Desmaisons et al. 1999), and the same appears to be true in
the BLA. An example of this is illustrated in Fig. 6D, which
shows a spike-triggered average from a P28 neuron.

Postnatal maturation of spiking

Development of spike trains. Having observed
significant developmental changes in the sensitivity
of BLA principal neurons to input as well as gross changes
in action potential output (see Figs 1 and 6A), we next
quantified the maturation of action potential trains across
the first postnatal month. Here, spike trains were elicited

Figure 5. Contribution of Ih to intrinsic resonance of BLA principal neurons changes with age
A, mean membrane potential response to a ZAP current (Iin, fixed amplitude and logarithmically increasing
frequency, shown at bottom) in 1 μM TTX alone (black line, taken from Fig. 6) or with 5 mM Cs+ (red line)
is depicted for each age (in Cs+, n = 19 at P7, 21 at P14, 20 at P21, and 17 at P28). Neurons were first
hyperpolarized to −70 mV with direct current, and ZAP current amplitude was adjusted for each neuron and
condition to elicit a 20 mV, maximal depolarizing deflection. Instantaneous frequency of the injected current is
highlighted with grey bars between traces. B, effect of Cs+ application on prominence, calculated as ratio of the
prominence before and after Cs+ application, plotted as mean and SEM at P7, P14, P21 and P28. C and D, peak
resonance frequency is plotted against membrane time constant (τ ) for neurons at each time point, recorded in
TTX alone (C and D) or following application of 5 mM Cs+ (D). A black line depicts the results of an exponential
regression (R2 = 0.76) of the data shown in C.
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with a transient, 1 s, square-wave depolarizing current
injection to action potential threshold. As illustrated in
Fig. 7, there was a gradual emergence across the first
postnatal month of doublet and triplet firing at the onsets
of the spike trains. Moreover, analysis of the instantaneous
firing rates based on the first six inter-spike-intervals
(ISIs) for principal neurons at P7, 14, 21 and 28 revealed
that at P7 the firing rate was relatively consistent across
the entire train, starting at 29.7 ± 13.3 Hz and stabilizing
at 16.8 ± 8.1 Hz by the third interval (Fig. 7A). By P14,
doublets became more apparent with an initial firing rate
of 62.2 ± 52.1 Hz that dropped to 17.3 ± 12.5 Hz by the
second interval. At P21, the doublet became faster and
a triplet emerged in some neurons, with firing rates of
138.8 ± 77.9 and 45.0 ± 44.5 Hz for the first and second
intervals, respectively, which stabilized around 20 Hz for
the remainder of the train. Firing at P28 was very similar
to that at P21, with slightly faster rates for the first pair of
spikes (166.9 ± 95.3 Hz). We quantified the emergence of
doublets using the first ISI, which significantly decreased
from P14 to 21 and from P21 to 28 (Fig. 7B; P < 0.001,
Kruskal–Wallis with Wilcoxon’s rank sum post hoc test,
χ2

5 = 194.0). Every transition between neighbouring
pairs of time points was significant as well (P < 0.001).

We next measured the input–output relationship for
action potential generation at P7, 14, 21 and 28 (n = 7,

all groups), using 1 s, square-wave current injections
applied from a resting membrane potential of −60 mV. As
illustrated in Fig. 7C, as neurons matured they required
more current to generate the same output frequency.
Interestingly, although the maximal firing frequency
(mean ± SD) significantly increased (P < 0.001, one-way
ANOVA with Tukey’s post hoc test, F3,23 = 25.96) from
P7 (15.9 ± 3.3 Hz) to P14 (33.9 ± 7.3 Hz), the transitions
(P > 0.05) from P14 to P21 (34.7 ± 3.7 Hz) and from P21
to P28 (36.5 ± 4.2 Hz) were not significant.

Development of the action potential waveform. We
reasoned that the observed changes in spike trains were
likely to be due, in part, to maturation of the waveform
of individual action potentials. Consequently, to quantify
changes in action potential waveform, neurons were
probed with a depolarizing current ramp lasting 250 ms,
whose amplitude was adjusted to elicit a single action
potential. Figure 8A illustrates the mean action potential
waveforms from each age group. As can be seen, action
potential threshold exhibited a significant, negative shift
of approximately 7 mV from P7 to P28 (Kruskal–Wallis,
χ2

5 = 164.5, Fig. 8B). The median threshold was −33.5 mV
at P7 (n = 51), −34.7 mV at P10 (n = 35), −37.0 mV at
P14 (n = 52), −40.9 mV at P21 (n = 43), −40.3 mV at P28
(n = 56), and −41.3 mV at >P35 (n = 55). Statistically

Figure 6. Spontaneous membrane potential oscillations emerge as BLA principal neurons develop
A and B, representative current-clamp recordings, shown at two scales, of neurons depolarized to action potential
threshold with direct current, highlighting maturation of spiking pattern (A) and spontaneous membrane potential
oscillations (B). C, pie charts depict the proportion of neurons expressing spontaneous membrane potential
oscillations at each time point (n = 20 (P7), 26 (P14), 25 (P21), and 48 (P28)). D, representative spike-triggered
average from a 30 s recording of a P28 neuron held near threshold, displaying entrainment of spiking to a
spontaneous membrane potential oscillation.
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significant transitions occurred from P10 to P14 and
P14 to P21 (P < 0.001, Wilcoxon’s rank sum post hoc
test). In addition, action potentials became much faster;
the action potential half-width decreased between P7
and P28 (Fig. 8C), with the value at each time point
being significantly faster than at the previous (P < 0.01,
Kruskal–Wallis with Wilcoxon’s rank sum post hoc test,
χ2

5 = 217.8). The median half-width was 1.39 ms at P7
(n = 49), 1.23 ms at P10 (n = 35), 1.11 ms at P14 (n = 52),
0.90 ms at P21 (n = 44), 0.76 ms at P28 (n = 56), and
0.83 ms at P > 35 (n = 57). Action potential 10–90% rise
time also decreased over this window, but the change
was more gradual (Fig. 8D). Here, the median rise time
was 0.56 ms at P7 (n = 51), 0.47 ms at P10 (n = 37),
0.42 ms at P14 (n = 55), 0.37 ms at P21 (n = 45), 0.30 ms
at P28 (n = 57), and 0.32 ms at P > 35 (n = 55). The
only significant neighbouring comparison in rise time
was between P21 and P28 (P < 0.001, Kruskal–Wallis
with Wilcoxon’s rank sum post hoc test, χ2

5 = 134.7), but
every transition across two time points was significant
(P < 0.001). Finally, the 90–10% decay time also decreased
more than twofold from P7 to P28 (Fig. 8E) and decreased
significantly between every neighbouring pair of time
points aside from P10 to 14 (P < 0.001, Kruskal–Wallis

with Wilcoxon’s rank sum post hoc test, χ2
5 = 201.6). Here,

the median decay-time was 1.64 ms at P7 (n = 50), 1.30 ms
at P10 (n = 36), 1.07 ms at P14 (n = 53), 0.83 ms at P21
(n = 43), 0.66 ms at P28 (n = 56), and 0.86 ms at P > 35
(n = 56).

Development of afterhyperpolarization. The maturation
of action potential duration strongly suggested that
calcium influx due to individual spikes would also change
significantly. Hence, we next examined the developmental
expression of post-spike afterhyperpolarizations (AHPs),
which have been shown to have some calcium dependency
in amygdala principal neurons (Faber & Sah, 2002) and
could further contribute to the observed changes in
spike trains. As expected, AHP expression also matured
across the first postnatal month, with clear changes in
both the fast and medium AHP (fAHP and mAHP,
respectively). Figure 9A illustrates representative AHPs
of BLA principal neurons at P7, 14, 21 and 28. As can
be seen, the mAHP is already present at P7, whereas a
distinct fAHP does not appear until P21. As shown in
Fig. 9B, the mAHP became faster and more shallow from
P7 to P28, with times-to-peak of 91.4 ± 11.8 ms at P7

Figure 7. Maturation of spike trains in BLA principal neurons
A, instantaneous action potential frequency is plotted for individual neurons (grey lines) and group mean (black
lines) at each time point. Neurons were depolarized such that the mean inter-spike membrane potential was near
spike threshold (see Methods for details). The start of a representative spike train is inset in each plot to highlight
differences in initial spike rate (n = 39 (P7), 75 (P14), 97 (P21), and 103 (P28) trains). B, first interspike-interval
for the spike trains in A is depicted in a box and whisker plot, with the later time points shown on both y-axes
(n = 45 (P7), 37 (P10), 53 (P14), 43 (P21), 54 (P28), and 59 (P > 35)). Significance was assessed using Wilcoxon’s
rank-sum test and pairwise comparisons were made for each age group with up to 4 neighbouring time points
(see inset table for results) using a Bonferroni correction for the resulting 9 comparisons (∗∗∗P < 0.001; NS: not
significant, P > 0.05). C, input–output curves for neurons at each time point are depicted as mean (line) and
standard deviation (grey band) of average firing frequency in response to a 1 s square current step from holding
potential at −60 mV (n = 7 for all time points).
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(n = 8), 69.0 ± 5.8 ms at P14 (n = 15), 59.8 ± 3.8 ms at
P21 (n = 22), and 57.2 ± 3.6 ms at P28 (n = 42). The
amplitude of the mAHP was −14.9 ± 2.4 mV at P7,
−13.2 ± 1.9 mV at P14, −12.4 ± 2.6 mV at P21, and
−11.1 ± 1.9 mV at P28. There was a significant effect of
age on mAHP amplitude (P < 0.001, one-way ANOVA,
F3,83 = 8.95) and duration (P < 0.01, Kruskal–Wallis,
χ2

3 = 11.45). The fAHP emerged at P14 (Fig. 9C), with
33% of neurons exhibiting a fAHP. The proportion
increased to 68% by P21 and to 74% by P28. The
fAHP became faster across this period, with times-to-peak
(mean ± SEM) of 2.8 ± 0.1 ms at P14 (n = 5 of 15),
2.4 ± 0.1 ms at P21 (n = 15 of 22), and 2.4 ± 0.1 ms
at P28 (n = 31 of 42). The fAHP also became deeper,
with amplitudes (mean ± SD) of −2.8 ± 2.6 mV at P14,
−5.2 ± 2.3 mV at P21, and −6.1 ± 3.1 mV at P28. The
effect of age was not significant for fAHP amplitude
(P = 0.052, one-way ANOVA, F2,48 = 3.147) and duration
(P = 0.061, Kruskal–Wallis, χ2

2 = 5.61).

No effect of sex on postnatal changes in physiological
properties

Due to differences in emotional processing and
development of emotional behaviours across sexes, there
is great interest in sex differences in amygdala maturation.
Therefore, we performed a statistical analysis to assess
sex differences in many of the physiological properties
discussed above. Using a two-way ANOVA with factors
of age and sex, we compared groups of between 8 and
16 neurons per sex at P14, 21 and 28. We found no main
effect of sex (P > 0.05) in any of the parameters tested (Rin,
τmemb, action potential threshold, half-width, 10–90% rise
time, 90–10% decay time, and first ISI). We conducted a
post hoc power analysis using G∗Power (Erdfelder et al.
1996) to assess whether we had sufficient power to detect
an effect of sex. The power to detect a large effect size
(f = 0.40, Cohen, 1977) was 0.94, but the power to detect
a medium-sized effect (f = 0.25) was 0.59. Therefore, we
cannot rule out the possibility of an effect of sex on these

Figure 8. Action potentials of BLA principal neurons develop a more hyperpolarized threshold and
become faster with age
A, action potential waveform, depicted as mean (black line) and standard deviation (grey band), for neurons across
postnatal development (n = 48 (P7), 34 (P10), 46 (P14), 40 (P21), 54 (P28)). B–E, box and whisker plots depict
action potential threshold (B), half-width (C), 10–90% rise-time (D), and 90–10% decay time (E) for neurons
at each time point (n = 49–51 (P7), n = 35–37 (P10), n = 52–55 (P14), n = 43–45 (P21), n = 56–57 (P28), and
n = 55–57 (P > 35)). Significance was assessed using Wilcoxon’s rank-sum test and pairwise comparisons were
made for each age group with up to four neighbouring time points (see inset tables for results) using a Bonferroni
correction for the resulting 9 comparisons (∗∗∗P < 0.001; ∗∗P < 0.01; NS: not significant, P > 0.05).
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parameters in development, but expect such an effect
would not be large. It is important to note that all measures
were taken before sexual maturity, and large effects of sex
may emerge by adulthood.

Discussion

In this study, we have provided the first evidence
that physiological properties of principal neurons in
the rat BLA undergo significant change during the
first postnatal month. Characterizing how neurons of
the amygdala develop is fundamental to understanding
normative emotional development and, in turn, how
risk factors and genetic predispositions are translated
into developmental emotional disorders like anxiety,
depression, autism spectrum disorders, and schizophrenia
(Pine, 2002; Kim-Cohen et al. 2003; Kessler et al. 2005;
Monk, 2008). Emotional processing, in particular fear
learning, is critically dependent on the BLA (Davis, 2000;
LeDoux, 2000), and the rapid and robust changes to fear
learning observed during the first postnatal month in rats
suggest the BLA develops profoundly during this period
(Campbell & Ampuero, 1985; Moye & Rudy, 1987; Hunt
et al. 1994; Sullivan et al. 2000; Kim & Richardson, 2007).

To facilitate comparisons of the timing of our observations
to milestones in other species, consider that an infant
rat first opens its eyes and reaches comparable cortical
maturity to a newborn human at around two weeks after
birth, is weaned around three, and reaches sexual maturity
between six and eight (Quinn, 2005). In our hands,
BLA principal neurons exhibited the greatest physiological
changes between P7 and P21. Furthermore, neuronal
physiology at P28 very closely resembled that of neurons
recorded after P35, as well as previous reports of adult
BLA principal neurons. These findings suggest that the
electrophysiological properties of neurons in the human
amygdala may undergo the largest transitions before 1 year
of age and continue to develop into early adolescence. All
of these changes support the notion that the BLA and its
contribution to emotional processing are in flux well into
postnatal life, marking a period of vulnerability for the
circuit and long-term emotional outcomes (Spear, 2009).

Maturation of passive membrane properties

The most fundamental aspect of physiology in which we
observed changes was passive membrane properties. For
both input resistance (Rin) and membrane time constant

Figure 9. Action potential medium AHP matures and a fast AHP emerges with age
A, changes in afterhyperpolarization (AHP) waveform are illustrated by spike-triggered averages (from at least
8 action potentials) of one free-firing, representative neuron for each time point. B and D, derived from
spike-triggered averages, the voltage difference between a neuron’s action potential threshold and its medium (B)
or fast (D) AHP peak (mean ± SEM) is plotted versus time elapsed from spike initiation to AHP peak (mean ± SEM)
for each time point (n = 8 (P7), 15 (P14), 22 (P21), and 31 (P28)). There was a significant effect of age on mAHP
amplitude (P < 0.001, one-way ANOVA) and duration (P < 0.01, Kruskal–Wallis). Only neurons with a discernible
fast AHP were included in analysis for D, and the proportions of neurons expressing a fast AHP at each time point
are depicted as pie charts (C).
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(τmemb), a great proportion of maturation took place by
P21. In fact, Rin decreased sixfold and τmemb more than
threefold between P7 and P21. The values we report for
Rin and τmemb at P28 and >P35 match those reported
previously for adult BLA principal neurons (Rainnie
et al. 1993), suggesting these neurons are physiologically
mature by P28. These trajectories are also comparable
to those seen in sensorimotor (McCormick & Prince,
1987) and prefrontal cortex (Zhang, 2004) as well as
thalamus (Ramoa & McCormick, 1994). The decreases in
Rin and τmemb are consistent with the observed increase
in cross-sectional area of BLA neurons (Berdel et al.
1997a) and likely involve insertion of ion channels into the
membrane. The developmental reduction of Rin would, in
isolation, reduce responsiveness to synaptic input, and
may serve as a homeostatic mechanism to compensate for
increasing synaptic strength, as seen elsewhere (Zhang,
2004). The larger τmemb in younger neurons means their
voltage responses to synaptic input would be slower,
promoting temporal summation of inputs. However, this
would also reduce temporal precision of action potentials,
meaning preadolescent amygdala neurons may be less
able to coordinate action potentials and take advantage of
temporal coding and spike timing-dependent plasticity.

Maturation of membrane potential oscillations
and resonance

Passive membrane properties like τmemb also help shape
oscillatory properties of neurons, which influence the
sensitivity of neurons to input and production of action
potentials based on input frequency. Over the first post-
natal month, the proportion of BLA principal neurons
expressing spontaneous membrane potential oscillations
(MPOs) increased substantially and the frequency of
those MPOs increased. Spontaneous MPOs are expressed
in adult BLA principal neurons in the guinea pig at
a proportion comparable to that seen here at P21
and P28 (Pape et al. 1998). The change in frequency
with development was not significant, although similar
trends have been observed in entorhinal cortex (Boehlen
et al. 2010) and midbrain (Wu et al. 2001). Inter-
estingly, the MPO was abolished by application of
1 μM tetrodotoxin (authors’ unpublished observation),
suggesting the oscillation is promoted by synaptic activity.

Maturation of intrinsic oscillatory activity in BLA
principal neurons also manifests as a change in
the preferred resonance frequency. Intrinsic resonance
has a similar time course of development to the
MPO, expressing a mature phenotype in the BLA at
P21. Resonance and MPOs also exhibit coordinated
development in neurons of the entorhinal cortex (Burton
et al. 2008; Boehlen et al. 2010). These two phenomena
are mediated by a similar set of voltage-gated currents and

have similar frequency preference (Lampl & Yarom, 1997;
Hutcheon & Yarom, 2000; Erchova et al. 2004). The mean
peak resonance frequency we report here for BLA principal
neurons at P28, 5.69 Hz, differs substantially from those
reported previously for the guinea pig, 2.5 Hz (Pape &
Driesang, 1998), and the adult rat, 4.2 Hz (Ryan et al.
2012). While these differences could be due to continued
maturation of oscillatory properties after P28, we believe
it is more likely to be due to differences in species or
recording voltage, which is known to impact resonance
(Pape & Driesang, 1998; Tseng & Nadim, 2010).

Spontaneous MPOs can directly influence spike timing
(Desmaisons et al. 1999; Richardson et al. 2003), and in
our hands, action potentials were phase-locked with the
peak of the spontaneous MPO in some neurons at P28.
Oscillatory properties of individual neurons contribute
to the production of network oscillations (Lampl &
Yarom, 1997; Tohidi & Nadim, 2009), which are an
important component of communication between distant
brain regions (Engel et al. 2001; Singer, 2009; Canolty
& Knight, 2010; Fujisawa & Buzsaki, 2011). Coherent
oscillations are expressed by the amygdala and down-
stream target regions, including the hippocampus and
prefrontal cortex, during fear acquisition and expression
(Madsen & Rainnie, 2009; Sangha et al. 2009; Pape &
Pare, 2010). Importantly, the frequency of these coherent
oscillations overlaps with the frequency of peak resonance
and spontaneous MPOs in BLA principal neurons at P28,
suggesting the emergence of these properties contributes
to the mature expression of fear. Theta oscillations in
local field potentials from the hippocampus increase in
frequency throughout the third and fourth postnatal
weeks, corresponding with emergence of mature network
properties (Wills et al. 2010). This finding further supports
a role for development of the oscillatory properties of
individual neurons in network function and mature
behaviour.

Considering the importance of oscillatory properties
of individual neurons for the generation of network
oscillations (Lampl & Yarom, 1997; Desmaisons et al.
1999; Richardson et al. 2003; Tohidi & Nadim, 2009),
their emergence in the BLA should correspond with
that of principal neuron resonance. Based on electro-
encephalograms of the developing rat brain, no discernible
network oscillations are observed in the BLA from birth
through P14. Prominent oscillations emerge by this age
in other regions including cortex, hippocampus and
thalamus (Snead & Stephens, 1983), suggesting network
oscillations in the BLA develop relatively late. We have
recently argued that network oscillations in the amygdala
are promoted by organization of principal neuron MPOs
by synaptic input from parvalbumin-expressing inter-
neurons (Ryan et al. 2012). Interestingly, these inter-
neurons emerge in the BLA at P14 and reach mature
expression by P21 (Berdel & Morys, 2000), when
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mature oscillatory properties would render BLA principal
neurons more susceptible to organization by parvalbumin
interneurons.

Maturation of Ih and its contribution to resonance

The observed changes to resonance, as well as to passive
membrane properties, were likely to be influenced by
maturation of the voltage-sensitive current, Ih. This
current is critically involved in the expression of resonance
properties (Hutcheon et al. 1996; Hu et al. 2002; Marcelin
et al. 2012) and contributes to input resistance at rest
(Surges et al. 2004). Here we have shown an increase in
amplitude and a decrease in activation time constant of
Ih across the first postnatal month, as shown previously
in other brain regions (Vasilyev & Barish, 2002; Khurana
et al. 2012). The interaction of a sevenfold increase in Ih

current amplitude across this window with a nearly 10-fold
reduction of Rin explains the fairly consistent amplitude
of voltage sag at all ages. A consistent sag amplitude across
the first postnatal month was also observed in entorhinal
cortex despite increasing Ih conductance (Burton et al.
2008). The amplitude of Ih may be regulated throughout
the first postnatal month to homeostatically maintain
a consistent resting membrane potential. There are,
however, visible changes in the voltage waveform of Ih

because of faster Ih activation and τmemb. We have pre-
liminary evidence suggesting the changes in Ih are due
to transitions in the expression of subtypes of HCN, the
channel mediating Ih, in BLA principal neurons (Ehrlich
et al. 2010), similar to in thalamic and hippocampal
neurons (Bender et al. 2001; Kanyshkova et al. 2009). Ih

activation kinetics were assessed by fitting the Cs+ sub-
traction current with a two-term exponential equation at
P14, P21 and P28, since Ih has previously been shown to
have two distinct activation time constants (Pena et al.
2006). It is not clear why Ih at P7 appeared to have only a
single activation time constant. While Cs+ is not selective
for HCN channels, we believe the subtraction currents are
largely composed of Ih. The hyperpolarization-activated
current we observed is likely to have involved activation of
voltage-gated K+ channels, which can also be sensitive
to Cs+. However, for Cs+ to affect those channels, it
must enter the cell, which is unlikely at the voltages
used for this protocol. Assessed by blockade with Cs+, Ih

makes a substantial contribution to resonance as early as
P14. From P14 to P28, Cs+ shifted the peak resonance
toward lower frequencies, but at P7 there was little
impact. Interestingly, the greatest effects on resonance
of Ih blockade were seen at P14, when the resonance
in Cs+ resembled that seen at P7 in control conditions.
This suggests Ih emerges as a major contributor to
resonance between P7 and P14. Starting at P21, Cs+ did
not functionally abolish resonance by enhancing power
preferentially in the lowest frequencies, as it did at P14.

Cs+ application had a diminishing effect on resonance
with age following P14, suggesting other currents begin to
play a greater role in shaping resonance. Considering the
unique role Ih plays in shaping resonance at P14, at that
age we expect profound sensitivity of resonance to neuro-
modulators that influence cAMP, a classic modulator of Ih.
Developmental changes in neuromodulators contribute
to maturation of Ih around P14 in the medial super-
ior olive, further suggesting neuromodulation is relevant
for neuronal function at that age (Khurana et al. 2012).
Interestingly, Ih conductance in BLA principal neurons is
reduced by the anxiolytic neurotransmitter neuropeptide
Y and enhanced by the anxiogenic neurotransmitter
corticotrophin-releasing factor (Giesbrecht et al. 2010).

Changes to resonance due to blockade of Ih are
indirect and largely attributable to effects on τmemb.
There is a close relationship between τmemb and peak
resonance frequency (Hutcheon & Yarom, 2000), and
the magnitude of resonance is linearly correlated with
Ih amplitude (Marcelin et al. 2012). We showed that
blockade of Ih directly impacts τmemb but does not
maintain the fitted relationship between τmemb and
peak resonance frequency, suggesting that, aside from
passively contributing to resonance through τmemb, Ih

contributes actively through its voltage dependence and
activation kinetics. In hippocampal pyramidal neurons,
the amplitude of Ih is tightly correlated with the magnitude
of the resonance peak (Marcelin et al. 2012).

Maturation of trains of action potentials

As expected, trains of action potentials elicited by direct
current injection changed qualitatively across the first
postnatal month. At P7, neurons exhibited a consistent
action potential frequency throughout trains; as the
animals aged, the frequency of the first two to three
spikes increased dramatically, such that mature cells
exhibited doublets or triplets at the onset of firing.
Spike doublets have been documented in adult neurons
of the basolateral (Rainnie et al. 1993) and lateral
(Driesang & Pape, 2000) nuclei of the amygdala, and
are thought to improve the fidelity of synaptic trans-
mission (Lisman, 1997). Furthermore, doublets have
been suggested to promote network oscillations and
bridge the temporal gap between inputs to the amygdala
representing conditioned and unconditioned stimuli
during fear conditioning (Driesang & Pape, 2000). Inter-
estingly, changes in dendritic morphology can directly
affect spiking properties, including doublet firing (Mainen
& Sejnowski, 1996), and experiments are underway to
characterize morphological changes in these neurons
during development.

In this study, maximal firing rate reached maturity in
P14 cells, while in cortical pyramidal neurons, maximal
firing rates have been reported to reach mature values
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as early as P2 (McCormick & Prince, 1987). This
disparity is consistent with the late development of
emotional processing relative to sensorimotor processing.
The consistency of firing rates after P14 may be afforded
by strengthening of IA through insertion of Kv4 channels
into the membrane (Vacher et al. 2006) to compensate for
reduced medium afterhyperpolarizations (mAHPs).

It is important to note that, while spike trains elicited
with square current pulses were relatively consistent across
the first postnatal month, there were profound changes
in the spontaneous activity of neurons depolarized to
near threshold with direct current. Specifically, neurons
at P7 exhibited highly erratic membrane potentials
characterized by waves of depolarization, likely involving
activation of low-threshold calcium currents, which
resulted in bursts of action potentials and periods
of quiescence. Throughout the first postnatal month,
membrane potentials became more stable near threshold.
It is possible that the erratic membrane potentials
in immature neurons were due to instability of the
seal or physical qualities of the membrane. This is
likely not to be the case based on the high Rin and
repetitive firing exhibited at P7, properties indicative
of a healthy membrane and seal. Furthermore, the
membrane potential at P7 was stabilized by application of
TTX (authors’ unpublished observation), suggesting the
volatility was introduced by synaptic or intrinsic currents.

Maturation of action potentials and AHPs

There were also many developmental changes to properties
of individual action potentials, including threshold,
kinetics, and AHPs. Action potential threshold hyper-
polarized until P21, potentially counteracting the effects
of reduced Rin on neuronal excitability and acting to
maintain consistent firing activity. The value we report for
mature threshold (−41 mV) differed from the threshold
values previously reported for mature BLA principal
neurons (mean of −52 mV, (Rainnie et al. 1993), but
this difference may be due to methods of recording
(whole-cell patch vs. sharp) or analysis. Action potentials’
rise time, decay time and half-width were halved from
P7 to P28, with the majority of change occurring by P21.
Thalamic neurons also achieve mature action potential
durations around P21 (Ramoa & McCormick, 1994),
while neocortical projection neurons do so somewhat
earlier, at approximately P14 (McCormick & Prince, 1987).
Faster action potentials would allow for faster firing rates
and may also impact calcium influx due to spiking, which
could impact AHPs of action potentials.

Across the first postnatal month, AHPs matured
in two ways: mAHPs became significantly faster and
shallower while fast AHPs (fAHPs) became faster and
deeper. Fast AHPs were not present at P7 but were
present in two-thirds of neurons by P21, when they

exhibited adult-like waveforms. The emergence of fAHPs
corresponds with faster action potential repolarization,
and both of these phenomena are likely due to maturation
of fast voltage-gated potassium currents. A reduction in
mAHP duration across the first postnatal month has
also been observed in entorhinal cortex (Burton et al.
2008). Medium AHPs can normalize inter-spike inter-
vals and promote regular firing, hindering temporal
coding mechanisms in favour of rate coding (Prescott
& Sejnowski, 2008); smaller mAHPs in adult principal
neurons are therefore another factor, along with smaller
τmemb and more prominent oscillations, which could
promote temporal coding in mature emotional processing.
Both fAHPs and mAHPs have been reported in adult BLA
principal neurons (Rainnie et al. 1993), and the reported
values suggest the trends we observed in AHP amplitude
and duration continue past P28. A subset of adult BLA
principal neurons has been shown to also express a
slow AHP (Rainnie et al. 1993; Faber & Sah, 2002).
Unfortunately, we were unable to assess the presence of
a sAHP in immature BLA principal neurons with our data
set. Future studies should address whether the presence
of a sAHP emerges during postnatal development, as this
could shed light on the developmental differentiation of
principal neuron subtypes.

The trajectory of fAHP maturation corresponds with
a reduction of the first inter-spike interval, such that
almost all neurons at P28 have a fAHP and fire
doublets. Interestingly, reduction of fAHP amplitude
in the lateral amygdala through modulation of BK
channels has been shown following stress and linked
to anxiety (Guo et al. 2012), suggesting doublets are
relevant for amygdala function. While the emergence of
a fAHP likely involves changes in currents like BK, we
cannot make any direct claims regarding the quantity
or quality of underlying currents because we measured
voltage deflections. Furthermore, because these voltage
deflections are measured relative to action potential
threshold, which is itself changing across development, the
interaction of AHPs with currents regulating inter-spike
interval may vary with age.

Maturation of amygdala morphology and
connectivity

Although this is the first study characterizing the
maturation of amygdala physiology, several studies have
addressed other aspects of amygdala development. The
basolateral complex of the rat amygdala emerges by
embryonic day (E)17 (Berdel et al. 1997b), with the
majority of neurogenesis occurring between E14 and E16
(Bayer et al. 1993). The BLA continues to increase in
volume until P14 (Berdel et al. 1997b), although the
total number of neurons reaches the mature value at P7.
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Interestingly, in terms of BLA volume and number of
neurons, throughout development no differences were
observed across sex (Rubinow & Juraska, 2009); this
corroborates our findings of no sex differences in principal
neuron physiology. From birth to P7, the cross-sectional
area of rat BLA neurons doubles, but at P7 the majority
of neurons are still small and have only one or two
main dendrites (Berdel et al. 1997a). By P14, the
cross-sectional area is the same as in the adult. A threefold
increase in total synapse in the BLA from P7 to P28, as
measured by synaptophysin staining (Morys et al. 1998),
probably reflects increased intrinsic connectivity as well as
maturation of inputs to the amygdala.

The BLA contributes to a network of brain regions
that produce and regulate emotional behaviour, including
the prefrontal cortex, which itself develops substantially
during the first postnatal month (Van Eden & Uylings,
1985; Bourgeois et al. 1994; Anderson et al. 1995; Rakic,
1995; Gourley et al. 2012). Afferents from cortical areas,
including the prefrontal and auditory cortices, do not
emerge in the BLA until around P13, while thalamic
afferents are present as early as P7 (Bouwmeester et al.
2002). Interestingly, a functional interaction of the pre-
frontal cortex and BLA also develops late; the medial pre-
frontal cortex does not contribute to extinction learning
until P24 (Kim et al. 2009).

We have provided evidence that neurons of the BLA are
not physiologically mature at birth, and have argued that
postnatal changes in amygdala function and emotional
processing are likely to be driven by drastic changes to
the physiology of amygdala neurons. In light of these
findings, future studies should address the maturation of
ionic currents in BLA principal neurons and how their
development contributes to the physiological changes
we observed. We predict that changes to excitatory and
inhibitory synaptic transmission occur in concert with
the observed maturation of intrinsic neurophysiology;
understanding the interaction of these processes will be
critical in determining the excitability of the immature
amygdala and the patterning of its activity. This may
help us understand the ontogeny of amygdala network
oscillations and, in turn, how changes in their robustness
or frequency contribute to the development of fear
learning. Finally, to better understand the aetiology of
psychiatric disorders with developmental underpinnings,
future studies should characterize the developmental
trajectory of amygdala neurons in the face of perturbations
such as early-life stress, teratogens and genetic pre-
dispositions for psychiatric illness.
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