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Abstract
Stimulus repetition in identification tasks leads to improved behavioral performance ("repetition
priming") but attenuated neural responses ("repetition suppression") throughout task-engaged
cortical regions. While it's clear that this pervasive brain-behavior relationship reflects some form
of improved processing efficiency, the exact form that it takes remains elusive. In this Discussion
Paper, we review four different theoretical proposals that have the potential to link repetition
suppression and priming, with a particular focus on a proposal that stimulus repetition affects
improved efficiency through enhanced neural synchronization. We argue that despite exciting
recent work on the role of neural synchronization in cognitive processes such as attention and
perception, similar studies in the domain of learning and memory - and priming, in particular -
have been lacking. We emphasize the need for new studies with adequate spatiotemporal
resolution, formulate several novel predictions, and discuss our ongoing efforts to disentangle the
current proposals.
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When we repeatedly encounter an object in the environment, we become faster and more
accurate at identifying it, a phenomenon referred to as "repetition priming" (see Tulving and
Schacter, 1990; Schacter & Buckner, 1998, for review). Repetition priming is stimulus-
specific, builds up over several stimulus repetitions (e.g. Logan, 1990; Ostergaard, 1998;
Wiggs, Martin, & Sunderland, 1997), and while it attenuates over short delays (e.g.
McKone, 1995, 1998), it can be extremely long-lasting with significant residual effects
lasting days, months, and even years (e.g. Cave, 1997; Mitchell, 2006; van Turennout,
Ellmore, & Martin, 2000). It is also relatively automatic in the sense that it often occurs
without subjects' awareness (e.g. Cave & Squire, 1992) and is robust to attentional
manipulations (e.g. Kellogg, Newcombe, Kammer, & Schmitt, 1996; Szymanski &
MacLeod, 1996) and modest alterations of stimulus form (e.g. Biederman & Cooper, 1991,
1992; Cave, Bost, & Cobb, 1996; Srinivas, 1996). Historically, repetition priming has
played an important role in our understanding of the organization of human memory due to
its neuropsychological dissociation from more explicit forms of memory in amnesic patients
(e.g. Warrington & Weiskrantz, 1974; Graf, Squire, & Mandler, 1984). Amnesic patients
with damage to the medial temporal lobes, including the hippocampus, can exhibit profound
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impairments in recall and recognition of recent events while at the same time demonstrating
normal or nearly normal repetition priming effects (see Squire, 1992, for review). While
caution is warranted in attributing priming entirely to implicit as opposed to explicit memory
processes (both would typically be expected to contribute in normal individuals, e.g. Henson
& Gagnepain, 2010; Voss & Paller, 2008), the basic dissociation has led researchers to focus
primarily on the role of neocortical plasticity mechanisms, with priming potentially serving
as a window into the formation of long-term knowledge representations that reside primarily
in the neocortex (e.g. McClelland, McNaughton, & O'Reilly, 1995; Stark & McClelland,
2000). Indeed, stimulus repetition paradigms in neuroimaging studies (e.g. fMRI) are
routinely used as a tool to infer the nature of neocortical representations in a variety of
cognitive domains (e.g. Andresen, Vinberg, & Grill-Spector, 2009; Bedny, McGill, &
Thompson-Schill, 2008; Cant, Large, McCall, & Goodale, 2008; Fairhall, Anzellotti, Pajtas,
& Caramazza, 2011; Gold, Balota, Kirchhoff, & Buckner, 2005; Gotts, Milleville,
Bellgowan, & Martin, 2011; Konen & Kastner, 2008; Mahon, Milleville, Negri, Rumiati,
Caramazza, & Martin, 2008; Piazza, Izard, Pinel, Le Bihan, & Dehaene, 2004). Recent work
has identified separate contributions of perceptual, conceptual, and decision/response-related
processing to both task performance and priming effects (e.g. Dobbins, Schnyer, Verfaellie,
& Schacter, 2004; Wig, Grafton, Demos, & Kelly, 2005; Wig, Buckner, & Schacter, 2009;
Horner & Henson, 2008, 2011; Race, Shanker, & Wagner, 2009; Race, Badre, & Wagner,
2010).

While behavioral performance improves with stimulus repetition, neural activity in humans
(BOLD fMRI) and monkeys (single-cell firing rates) tends to decrease, a phenomenon often
referred to as "repetition suppression" (see Desimone, 1996; Henson, 2003; Grill-Spector,
Henson, & Martin, 2006, for reviews). Like priming, repetition suppression is stimulus-
specific, builds up over several repetitions (e.g. Jiang, Haxby, Martin, Ungerleider, &
Parasuraman, 2000; Miller, Gochin, & Gross, 1991), and has both short-lived and long-
lasting components (e.g. Li, Miller, & Desimone, 1993; Grill-Spector & Malach, 2001; van
Turennout, Bielamowicz, & Martin, 2003). It occurs relatively automatically (e.g. under
anesthesia: Miller et al., 1991) and in a wide range of neocortical brain regions. Indeed, the
agreement of the empirical properties of repetition priming and repetition suppression was
initially met with enthusiasm that the relationship between the two would clarify the
mechanisms underlying priming (e.g. Schacter & Buckner, 1998; Wiggs & Martin, 1998).
Given the automatic nature and generality of the two phenomena throughout different
cognitive domains, tasks, and brain regions, the promise of understanding this link is that it
could pay large dividends in understanding the basic relationships between brain and mind.

However, the relationship between repetition priming and repetition suppression also
presents a major puzzle: how is it that reductions in neural activity can mediate better
behavioral performance? After all, the propagation of neural activity from sensory areas
through to decision- and response-related brain regions (ultimately in motor cortex) is what
is thought to mediate performance in an identification task. In studies of repetition priming
using common objects and other familiar stimuli, there is little evidence of repetition-related
increases in neural activity (see Henson, 2003, for review). So where does the behavioral
facilitation come from? Just to highlight how puzzling this basic situation is, it's worth
remembering that the major "activation-based' theories of priming that existed prior to the
first neuroimaging studies of priming in the mid-1990's (e.g. spreading activation,
connectionist models) posited repetition-related accumulation or increases in activity in the
nodes or units that represented a given stimulus (e.g. Anderson, 1983; Becker, Moscovitch,
Behrmann, & Joordens, 1997; Collins & Loftus, 1975; McClelland & Rumelhart, 1985).
This issue would also appear to cut across the distinction between implicit versus explicit
memory, since both sets of processes are likely to be reflected in some mixture in neural and
behavioral repetition effects. One must still explain how less neural activity somehow
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produces a more effective behavioral response. It is worth noting that in a variety of
cognitive domains that do not intrinsically involve stimulus repetition (e.g. attention, visual
search, working memory, motion discrimination) better behavioral performance is generally
associated with increased rather than decreased activity in cells that prefer a stimulus,
location, or response (e.g. Luck, Chelazzi, Hillyard, & Desimone, 1997; Newsome, Britten,
& Movshon, 1989; Rainer, Asaad, & Miller, 1998; Schall & Hanes, 1993). Indeed, the basic
logic used in mapping visual receptive fields in single-unit studies, in evaluating the results
of functional localizers in neuroimaging studies, or in quantitatively comparing neural
responses to different experimental conditions implicitly relies on the assumption that
greater activity corresponds to greater involvement in processing. The disconnect with this
logic that is represented by the joint observation of repetition priming and repetition
suppression makes these phenomena even more important and fundamental to understand.
Joint repetition priming/suppression appears to reflect some kind of improved efficiency
mechanism or set of mechanisms that apply over a wide range of repetition lags. While the
exact form of these mechanisms is unclear, the need for such mechanisms is clear, given the
high energy cost of neural signaling (see Raichle & Mintun, 2006, for review). It is likely
that processes of natural selection discovered solutions that optimize both performance and
energy use simultaneously (e.g. Aiello & Wheeler, 1995; Allman, 1990). Below, we review
four of the main theoretical proposals about what form these solutions might take (see also
Grill-Spector et al., 2006).

Theoretical Models of Repetition Suppression and Priming
Facilitation

The "Facilitation" model (Henson, 2003; James, Humphrey, Gati, Menon, & Goodale, 2000;
James & Gauthier, 2006) is perhaps the most straightforward resolution, positing that with
repetition, neural activity is advanced in time with a more rapid overall time course (see
Figure 1A). In BOLD fMRI experiments, rapid timing differences such as this would be lost
due to the slow time course of the BOLD response. This view has received some support in
fMRI experiments that either slowed down the time course of a trial by gradually unmasking
the stimuli (e.g. James et al., 2000; although see Eger, Henson, Driver, & Dolan, 2007) or
that attempted to measure BOLD latency differences directly (e.g. Gagnepain et al., 2008;
Henson, Price, Rugg, Turner, & Friston, 2002). However, direct electrical recordings of
single-cell activity in a variety of brain regions in monkeys (e.g. Anderson, Mruczek,
Kawasaki, & Sheinberg, 2008; Freedman, Riesenhuber, Poggio, & Miller, 2006; Li et al.,
1993; McMahon & Olson, 2007; Rainer & Miller, 2000; Verhoef, Kayaert, Franko,
Vangeneugden, & Vogels, 2008) and in human patients undergoing neurosurgery (e.g.
Pedreira et al., 2010) have presented strong counter evidence to this idea under typical
stimulus presentation conditions. Firing-rate curves to repeated stimuli show no evidence of
advancing in time and are subsumed under the firing-rate curves to novel stimuli. A more
sophisticated version of this hypothesis (Bayesian Networks and "Explaining Away") is
discussed below.

Sharpening
A second idea, often referred to as "Sharpening" (Desimone, 1996; Wiggs & Martin, 1998),
holds that while neural activity is decreasing on the average, the decreases are carried
mainly by the cells that are poorly tuned and/or weakly responsive to the repeated stimuli
with the "best" cells (i.e. most selective/responsive) instead retaining their activity levels
(Figure 1B). If the poorly-responsive cells are dropping out while the best-responsive cells
keep their responses, the distribution of cell responses over the population is actually more
informative about the identity of the stimulus even though the firing rates have decreased
overall. In monkeys, there is certainly some evidence consistent with sharpening in single-

Gotts et al. Page 3

Cogn Neurosci. Author manuscript; available in PMC 2012 November 07.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



cell recordings, particularly after lengthy periods of training with the same set of stimuli
(e.g. several months: Baker, Behrmann, & Olson, 2002; Rainer & Miller, 2000; Freedman et
al., 2006). However, stimulus repetitions that occur solely within a single experimental
session have tended to elicit changes in firing-rate that are more consistent with proportional
"scaling", in which the "best" responses exhibit the largest decreases (e.g. Li et al., 1993;
McMahon & Olson, 2007; Miller, Li, & Desimone, 1993). It is particularly challenging to
understand how priming can occur under these circumstances because the cells that are most
responsible for driving downstream responses are the ones that are decreasing the most.
fMRI studies in humans that have attempted to evaluate sharpening of visual object
representations with experience have similarly generated mixed results. Jiang et al. (2007)
trained subjects to discriminate between morphed pictures of cars that were assigned to
distinct categories. Using an fMRI-adaptation paradigm (see Grill-Spector & Malach, 2001)
they found greater release from adaptation with small changes in visual stimulus form in the
right lateral occipital cortex after training relative to pre-training, consistent with "sharper",
less-overlapping visual form representations. However, another recent fMRI-adaptation
study by Weiner, Sayres, Vinberg, and Grill-Spector (2010), using short- and longer-lag
repetitions to measure changes in category selectivity, found proportional changes for
preferred and non-preferred categories throughout the lateral aspects of ventral
occipitotemporal cortex, consistent with proportional "scaling" (i.e. multiplying by a value
between 0 and 1) rather than sharpening. Only the more medial aspects of ventral temporal
cortex showed larger repetition suppression effects for non-preferred relative to preferred
categories, and only for longer-lag repetitions. Similar attempts to use rapid adaptation
paradigms to measure tuning changes in single-cell firing rates in monkeys have failed to
yield support for sharpening (e.g. De Baene & Vogels, 2010). Even if sharpening were
shown to occur robustly in the experimental contexts in which repetition priming is
observed, additional assumptions would need to be articulated in order for sharpening to
explain priming. For example, when neural representations are distributed over many cells
in a "population code" (e.g. Georgopoulos, Schwartz, & Kettner, 1986), each individual cell
- even ones that fire at lower rates - could potentially contribute to activating cells in
downstream regions that prefer the current stimulus. What is to guarantee that a large loss of
firing rate in the poorly responsive cells will not result in weaker or slower onset of firing in
the preferred cells downstream? This point highlights another elusive aspect of the
sharpening idea. In order for sharpening of firing rate responses to go through as an
explanation of priming, there still seems to be a need for an increase in firing rate at earlier
latencies in the cells that most prefer the repeated stimulus somewhere in the brain (akin to
the Facilitation model). Perhaps this wouldn't occur until the ultimate or penultimate stage of
processing in executing a response, but it would still appear to be necessary. Indeed, most
neural network models that exhibit sharpening through the application of a supervised
learning algorithm predict a mixture of repetition suppression and enhancement effects (e.g.
McClelland & Rumelhart, 1985; Norman & O'Reilly, 2003). To date, we still have little or
no evidence of such an enhancement occurring, even in lateral prefrontal sites that may play
a more central role in decision/response selection (e.g. Rainer & Miller, 2000).

Enhanced Neural Synchronization
A very different proposal that may help to resolve this puzzle is that as cells are firing at
lower overall rates, they are firing more synchronously with one another, leading to more
efficient neural processing (Gilbert, Gotts, Carver, & Martin, 2010; Gotts, 2003) (Figure
1C). Neurons are not only sensitive to the average firing rates of their inputs, they are also
sensitive to the relative timing of their input spikes due to the passive membrane property of
"capacitance" (e.g. Koester & Siegelbaum, 2000). Input spikes only transiently depolarize a
receiving cell, after which the membrane voltage decays back toward the resting potential at
a rate dictated by the membrane time constant. Small depolarizations that occur
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simultaneously (i.e. synchronously) in a receiving cell will be much more likely to sum
above the voltage threshold needed to evoke an action potential. Biophysical models and in
vitro physiology experiments on cortical cells have substantiated this relationship,
demonstrating separate contributions of input firing rate and synchrony to a receiving cell's
responses (e.g. Reyes, 2003; Salinas & Sejnowski, 2000, 2001). In the extreme, volleys of
single spikes could travel along reliably through a processing pathway from sensory to
motor, perhaps only requiring a few spikes to generate an appropriate response. Note that
this mechanism would also not require elevated firing rates in downstream areas for priming
to occur, potentially allowing for decreases in firing rate throughout the entire system. In
this view, what increases is the likelihood of generating a single post-synaptic spike when a
pre-synaptic spike occurs. It predicts that stimulus-repetition should be accompanied by
larger fluctuations in local measures of neural population activity (e.g. local field voltages
and magnetic field measurements, multi-neuron firing rate binned over short time windows,
etc.; e.g. Gilbert et al., 2010), as well as greater phase-locking/coherence between task-
engaged cortical sites (e.g. Ghuman, Bar, Dobbins, & Schnyer, 2008).

In a simplified neocortical circuit model that incorporated biologically proportionate
numbers of excitatory and inhibitory cells and short-term plasticity mechanisms, Gotts
(2003) showed that it was possible to simultaneously address short-lag repetition
suppression and priming effects through enhanced synchronization. The model included
synaptic depression, an attenuation of transmitter release following spiking activity (e.g.
Abbott, Varela, Sen, & Nelson, 1997; Tsodyks & Markram, 1997), and spike-frequency
adaptation, the spike-dependent activation of K+ currents that hyperpolarize the membrane
postsynaptically and decrease the membrane resistance (e.g. Constanti & Sim, 1987;
Madison & Nicoll, 1984), both parameterized to independent in vitro and in vivo
physiological recordings of neocortical cells (e.g. Ahmed, Allison, Douglas, Martin, &
Whitteridge, 1998; Varela, Song, Turrigiano, & Nelson, 1999). The model was able to
address short-term (i.e. a few seconds) repetition suppression effects quantitatively as well
as qualitatively in a variety of monkey single-cell recording and human fMRI experiments
(e.g. Grill-Spector & Malach, 2001; Jiang et al., 2000; Miller, Gochin, & Gross, 1991;
Miller, Li, & Desimone, 1993), and it naturally produced "scaling" of the firing-rate
distributions as observed in several experiments (e.g. Miller et al., 1993; MacMahon &
Olson, 2007; Weiner et al., 2010). Importantly, as the model's firing rates decreased with
repetition, the synchronization of the spike times simultaneously increased. This enhanced
synchronization could be propagated between separate simulated regions in the model, and it
was robust to expected synaptic delays and a modest amount of variability in the firing-rate
distribution. Simulating reaction time as the amount of time required for a single receiving
output cell to reach a threshold number of spikes, the model also produced repetition
priming effects as synchronization increased. Repetition priming that occurs through
enhanced synchronization - and in the face of firing-rate decreases - constitutes a particular
form of neural efficiency mechanism. A model quite similar to the Gotts (2003) model has
also been applied to account for repetition-related decreases in firing rate and enhanced
spike synchronization in the insect antennal lobe (olfaction) with good success (Bazhenov,
Stopfer, Sejnowski, & Laurent, 2005). While the cellular mechanisms in these models would
not enhance synchronization over the much longer repetition lags discussed above, good
candidates would include longer-term synaptic plasticity mechanisms such as spike-timing
dependent long-term potentiation and depression (LTP/LTD) (e.g. Bi & Poo, 1998;
Markram, Lubke, Frotscher, & Sakmann, 1997; Sjöstrom, Turrigiano, & Nelson, 2001).
With repetition, spike-timing dependent LTP/LTD mechanisms have the potential to
improve and coordinate the timing of spikes across cells, permitting enhanced local and
long-range synchronization among task-engaged brain regions.
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Despite the promise that the Synchrony model holds for resolving the puzzle of repetition
priming and repetition suppression, there are relatively few studies that have evaluated it
empirically. A burgeoning literature on neural synchronization has developed over the last
10–15 years in domains such as attention and perceptual binding (see Engel et al., 2001;
Fries, 2005; Gregoriou, Gotts, Zhou, & Desimone, 2009b, for reviews). However, only a
handful of studies involving stimulus repetition in the neocortex have used multi-electrode
recording techniques that are capable of measuring spike synchronization directly. For
example, von Stein, Chiang, and Konig (2000) recorded simultaneously from Areas 17 and
7 in cat visual cortex while the cats performed a go/no-go task. When they compared trained
to novel stimuli, they found greater phase-locking between the two visual areas in the alpha
frequency range (8–12 Hz) for trained stimuli. Two recent recording studies by Dragoi and
colleagues in monkeys, one in V1 using multi-contact, cross-laminar electrodes (Hansen &
Dragoi, 2011) and another in V4 using multiple single electrodes (Wang, Iliescu, Ma, Josić,
& Dragoi, 2011), examined local changes in synchronization after brief visual adaptation
(duration=300 ms) to oriented sine-wave gratings. In both studies, firing rates were reduced
to a test grating presented 100 ms after the adaptor. Spikes elicited by the test grating were
simultaneously more synchronized with the local field potential (LFP) (spike-LFP
coherence) in the gamma frequency range (30–80 Hz) relative to a control condition in
which the adapting grating was replaced with a random dot patch of matched luminance.
The increases in gamma synchronization in both studies were associated with improvement
in neuronal orientation discrimination performance of the test gratings. For the study in V1,
for which laminar information was available, the improvement in neuronal orientation
discrimination performance was only associated with increases in gamma synchronization
within the superficial cortical layers that serve as output to subsequent visual areas. In
models, it is not clear whether synchronization effects should have a different impact at
higher versus lower frequencies, since similar benefits can be observed over a range of
frequencies (e.g. Salinas & Sejnowski, 2000; 2001). However, given that the brain's activity
dynamics are generally weighted towards lower frequencies (e.g. He, Zempel, Snyder, &
Raichle, 2010), one might expect changes in lower frequencies to have a larger impact
relative to higher frequencies that have weaker overall amplitudes (such as gamma).

A few additional studies using single electrodes have provided relevant data for evaluating
the Synchrony model. Anderson et al. (2008) exposed monkeys to novel and familiar images
during passive viewing while recording both multi-unit spiking activity and LFPs in inferior
temporal cortex. In addition to observing repetition suppression effects in firing rate to the
familiar images, they simultaneously observed larger low-frequency fluctuations in the LFPs
(~ 5–10 Hz) that were phase-locked to the stimulus onset (i.e. larger evoked responses). In a
related study, Peissig, Singer, Kawasaki, and Sheinberg (2007) observed a similar pattern in
LFPs that they recorded using transcranial electrodes implanted over occipitotemporal sites.
They first trained monkeys to classify a set of bird and object pictures. During testing, the
monkeys performed the same classifications on both previously trained and novel pictures.
Behaviorally, they observed repetition priming effects for trained relative to novel pictures
(faster reaction time and improved accuracy), while they observed larger low-frequency
fluctuations in the LFPs that were particularly prominent at 170 ms after stimulus onset. In a
different study aimed at evaluating changes in stimulus selectivity to familiar pictures,
Freedman, Riesenhuber, Poggio, and Miller (2006) analyzed the firing-rate responses of a
large number of single cells (~ 300) in inferior temporal cortex (area TE) to familiar and
novel stimuli during passive viewing. They observed increases in stimulus selectivity to
familiar pictures (consistent with the Sharpening model), while also observing a hint of
periodicity in the firing rate curves to familiar stimuli, with fluctuations at approximately 5–
10 Hz (see their Figure 8). Closer inspection of the firing rate curves reported for the 3
monkeys in Anderson et al. (2008, their Figure 4) also reveals a similar tendency for
periodicity. Taken together, these studies all provide evidence that supports the basic
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premise of the Synchrony model, namely that cells should fire in a more synchronous and
temporally coordinated manner following stimulus repetition, both locally and in inter-areal
interactions among task-engaged cortical sites. It is important to note that such evidence is
not limited to monkeys and other mammals. Striking similarities also exist in electrode
recordings in insects during stimulus repetition. For example, Stopfer and Laurent (1999)
repeatedly presented odor puffs to the antennae of locusts and recorded spikes and LFP
responses in the antennal lobe (i.e. the insect equivalent of the olfactory bulb in mammals).
Across a series of repetitions presented at a rate of one stimulus per 10 seconds, they found
both repetition suppression in firing rates, as well as increased synchrony between the spikes
and the LFPs in the 20–30 Hz frequency range. In a separate conditioning experiment in
honeybees, Stopfer, Bhagavan, Smith, and Laurent (1997), were able to pharmacologically
block odor-selective synchronous firing while leaving odor-selective firing rates intact.
Under these conditions, the bees' odor discrimination performance was impaired,
demonstrating a causal role of synchrony in their behavior.

Having just reviewed many of the microelectrode recording studies in animals that are
relevant for the evaluation of the Synchrony model, what relevant data exist in humans and
in repetition priming tasks? In most human studies, measurements of neural activity are
restricted to non-invasive neuroimaging methods such as fMRI, MEG, and EEG/ERP. The
most extensive literature in humans that employs a method with the appropriate temporal
resolution is the EEG/ERP literature on repetition priming (e.g. Bentin & Peled, 1990;
Henson et al., 2003; Henson, Rylands, Ross, Vuilleumier, & Rugg, 2004; Kiefer, 2005;
Olichney et al., 2000; Paller & Gross, 1998; Rugg, Brovedani, & Doyle, 1992; Rugg, Mark,
Gilchrist, & Roberts, 1997; Swick, 1998). While scalp EEG/ERP studies have occasionally
found evidence consistent with larger evoked responses to repeated stimuli for select
electrode sites (e.g. Schendan & Kutas, 2003; Scott et al., 2006), most studies have failed to
find such evidence or have even reported attenuated ERPs with repetition (e.g. Fiebach,
Gruber, & Supp, 2005; Gruber & Muller, 2005; Race, Badre, & Wagner, 2010). The
discrepancy with the results reviewed above for electrode-recording studies with animals
could occur for several reasons: 1) there is a species difference with humans and larger
ERPs with repetition are simply not occurring (i.e. the Synchrony model is wrong), 2) the
timing of fluctuations in the ERPs, such as those in the alpha to gamma frequency range (~
8–80 Hz), are somewhat idiosyncratic from subject to subject and group-averaging across
subjects (or low-pass filtering the voltage signals below 20 Hz) washes these differences
away, or 3) the spatial resolution of scalp EEG signals is too coarse and requires source
estimation to see spatially localized effects, particularly for those in deeper sources that may
carry the largest effects (e.g. the fusiform gyrus). Two recent source-localized MEG studies
of repetition priming in humans suggest that the answer may be one of the latter two reasons
(Ghuman et al., 2008; Gilbert et al., 2010). Gilbert et al. (2010) asked subjects to covertly
name pictures of common objects by pressing a response button when they knew the correct
name, with randomly intermixed novel and repeated trials. They measured evoked power
(i.e. phase-locked to the stimulus onset) in source-estimated data using an event-related
beamformer approach (event-related synthetic aperture magnetometry or "ER-SAM",
Cheyne, Bostan, Gaetz, & Pang, 2007), focusing the analyses on brain regions known to
exhibit repetition suppression in fMRI studies (e.g. extrastriate visual cortex, the fusiform
gyrus, and the lateral prefrontal cortex). In order to retain phase information in the MEG
signals, source-estimated responses in different frequency bands (5–15 Hz: theta/alpha; 15–
35 Hz: beta; 35–60 Hz: gamma) were first averaged in the time domain across trials, either
novel or repeated. Evoked power estimates were calculated in 100-ms bins around the
stimulus onset. Gilbert et al. (2010) observed increases in low-frequency evoked power (5–
15 Hz) for repeated stimuli in the right fusiform gyrus and right lateral prefrontal cortex,
with the earliest effects occurring between 100 and 200 ms post-stimulus onset in the
fusiform gyrus. Similar results were observed in striate/extrastriate visual cortex, albeit in a
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slightly higher frequency range (beta: 15–35 Hz). Ghuman et al. (2008) measured changes in
phase-locking between distant cortical sites in lateral prefrontal and occipitotemporal cortex
while subjects made size judgments about novel and repeated objects. They found increases
in fronto-temporal phase-locking between 10 and 15 Hz for repeated relative to novel
objects. Importantly, the latency of the phase-locking increase predicted the magnitude of
repetition priming for individual subjects. Taken together, these studies suggest that stimulus
repetition in humans indeed leads to similar changes to those observed in electrode
recording studies in animals. Repetition leads to larger local fluctuations in neural activity,
as well as increased coupling between distant task-engaged sites, providing support for the
Synchrony model.

Bayesian Networks and "Explaining Away"
The final proposal that we'll consider is a more sophisticated variant of the Facilitation
model proposed by Friston and Henson (Friston, 2005; Henson, 2003; see Grill-Spector et
al., 2006, for further discussion). In this proposal, the cortex is cast as a form of hierarchical
generative Bayesian statistical model (see also Dayan, Hinton, Neal, & Zemel, 1995; Lee &
Mumford, 2003; Lewicki & Sejnowski, 1996; Mumford, 1992; Rao & Ballard, 1999).
Perceptual inference occurs as a progressive interaction between bottom-up sensory input
("evidence") and top-down expectations ("prediction") throughout the cortical hierarchy. A
critical aspect of this view is that top-down predictions serve to inhibit or suppress the
bottom-up sensory evidence, with residual activity in the lower levels of the cortical
hierarchy serving as "prediction error" that is, in turn, relayed back toward the higher levels.
The learning mechanism (expectation maximization, or EM algorithm) improves the top-
down predictions in service of reducing prediction error, leading to reductions in neural
activity in lower levels with stimulus repetition (i.e. Repetition Suppression) (see Figure
1D). This process is commonly referred to in the literature on Bayesian networks as
"explaining away" (e.g. Pearl, 1988), since as the appropriate causes of the sensory evidence
are learned, the incorrect causes (i.e. prediction error) are reduced and explained away. The
proposal bears similarity to the simple Facilitation model in that stimulus repetition leads to
progressively earlier termination of activity, potentially supporting earlier and improved
behavioral identification/discrimination.

The Bayesian Explaining Away model makes a number of novel predictions in stimulus
repetition paradigms. Given that repetition suppression in a certain brain region results from
top-down input and that this input can be further propagated to progressively lower levels,
the model predicts: 1) repetition suppression effects should tend to occur earlier in higher-
level regions than in lower-level regions, 2) repetition should lead to stronger top-down
causal interactions as assessed by methods such as Grainger causality and Dynamic Causal
Modeling (DCM) (Friston, Harrison, & Penny, 2003), and 3) the nature of those stronger
top-down causal interactions should be suppressive/inhibitory (i.e. negative coupling). One
relatively novel feature of the Bayesian view is that higher levels of the processing hierarchy
can track the likelihood of encountering particular objects, as well as more abstract variables
such as the likelihood of object repetition in a stream of stimuli. This feature leads to another
prediction: 4) a high likelihood of stimulus repetition in an experimental session (or block of
trials) should produce a stronger top-down expectation/prediction from brain regions
representing this more abstract contextual information (possibly in prefrontal regions).
Hence, larger repetition suppression effects should be observed in brain regions receiving
this kind of input (perhaps in object or category selective cortex in the temporal lobes). This
last prediction has been evaluated in several recent experiments. Summerfield, Trittschuh,
Monti, Mesulam, and Enger (2008) embedded short-term repetitions of face pictures in
blocks of trials in which repetitions were either frequent (60% of trials) or infrequent (20%
of trials). They found that repetition suppression effects in the fusiform face area (FFA)
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were stronger when repetitions were expected, with similar recent results reported in EEG/
ERP (Summerfield, Wyart, Johnen, & de Gardelle, 2011) and MEG (Todorovic, van Ede,
Maris, & de Lange, 2011). In contrast, a study of repetition suppression in monkey TE by
Kaliukhovich and Vogels (2010) failed to find evidence of this kind of contextual sensitivity
in single-cell firing rates or in LFP gamma band power. Another recent fMRI study in
humans, while able to replicate the effect of repetition expectation on repetition suppression
magnitude, found that this expectation effect disappeared when subjects had their attention
diverted away from the stimuli (Larsson & Smith, 2011). This would appear to rule out the
extreme version of the Explaining Away view in which all repetition suppression effects are
explained by relatively high-level repetition expectation. However, it is important to keep in
mind that this extreme version probably had few adherents to start, since earlier, more
perceptual levels in the Bayesian hierarchy would not be expected to be influenced directly
by more abstract variables such as the frequency of stimulus repetition. Taken together,
these results provide partial support for a role of high-level expectation in modulating short-
term repetition suppression effects, at least at particular points along the cortical processing
hierarchy. The first three predictions listed above have been evaluated less thoroughly.
However, one recent study by Ewbank et al. (2011) has provided some support for the
prediction that top-down causal interactions should be stronger following stimulus
repetition. They used DCM in fMRI to investigate changes in causal interactions between
the fusiform body area (FBA) and the extrastriate body area (EBA) while subjects viewed
pictures of human bodies. Pictures were either repetitions of the same body identity or
different identities, shown in blocked conditions. They also evaluated the effect of varying
picture size and viewpoint on repetition suppression and causal interactions. They found
repetition suppression in both EBA and FBA to all viewing conditions (the same identity
evoked less activity than different identities). Simultaneously, the DCM analyses revealed
increased top-down causal interactions from FBA to EBA for same-identity relative to
different-identity blocks in all conditions, with the same size/same view condition also
showing greater causal interactions in the bottom-up direction. The fact that repetition
suppression and greater top-down causal interactions occurred in the same experimental
circumstances is consistent with prediction 2 listed above. However, these authors did not
evaluate the more direct association between the strength of top-down coupling from FBA to
EBA and the magnitude of repetition suppression in EBA, nor did they focus discussion on
the apparently positive sign of the top-down coupling (relevant for prediction 3 listed above;
for another study evaluating positive versus negative causal interactions with DCM, see a
recent paper by Cardin, Friston, & Zeki, 2011). Positive coupling suggests an excitatory
rather than inhibitory top-down influence on the lower-level activity, inconsistent with the
Explaining Away account of repetition suppression but potentially consistent with the
Synchrony model (e.g. Ghuman et al., 2008). The use of a blocked design also brings with it
issues of interpretation, due to potential differences in attentional state and processing
strategy (see below for further discussion). Nevertheless, these preliminary results provide
some partial support for the Bayesian Explaining Away proposal. Future experiments will
need to focus on how proposals such as the Synchrony model and Explaining Away might
be further teased apart.

Going Forward
Having reviewed four basic proposals as to how repetition suppression might afford
repetition priming, the only view that we consider definitively ruled out by current data is
the Facilitation Model, at least in its existing form. Firing-rate recordings in a variety of
areas in monkeys and even in humans (e.g. Pedreira et al., 2010) have shown that the onset
of neural responses in typical stimulus viewing conditions is not temporally advanced. In
many experimental circumstances used to measure priming, particularly those in which
stimulus repetitions occur within a single experimental session, tests of the Sharpening
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model have also yielded a surprising lack of support. At present, we view the Synchrony
model as the most promising. Recent experiments in variety of cognitive domains in animals
and humans have provided converging support for the role of neural synchronization in
behavior. However, the Bayesian Explaining Away model has received experimental
support, as well, and neither the Synchrony nor Explaining Away models have been run
through a full gauntlet of experimental tests. Below we lay out three basic experimental
methods, that if applied, should help to bring about more clarity to the relationship between
repetition suppression and priming.

Spike-LFP recordings in animals and human patients
The most direct way to evaluate the Synchrony model would be to measure single-unit and/
or multi-unit spiking responses, along with LFPs, in several task engaged cortical regions.
For example, monkeys could be trained to perform a discrimination task on visual stimuli
with responses indicated through eye movements, taking behavioral measures of response
time and accuracy (as in McMahon & Olson, 2007). Responses could then be recorded
simultaneously in object/form-selective temporal regions such as TE and areas involved in
the execution of eye movements such as the frontal eye fields (FEF). The Synchrony model
would predict that spike-LFP coherence, possibly in lower frequencies such as alpha (8–12
Hz) or beta (13–30 Hz), should be greater for repeated stimuli within-area as well as across
areas (for an example of this type of experiment in visual attention, see Gregoriou, Gotts,
Zhou, & Desimone, 2009a)). Furthermore, this increased coherence should predict the
magnitude of repetition priming. Interestingly, the Bayesian Explaining Away model would
also predict increased coherence between spikes in higher-level areas such as FEF and LFPs
in lower-level areas (e.g TE, in this case, due to suppression by top-down predictions). Both
models would expect similar results in other paired locations within the ventral visual
pathway that are involved in object form processing (e.g. V1, V2, V4, and TEO). The
Explaining Away model would posit a further relationship between coherence increases and
the magnitude of repetition suppression in the more bottom-up region of a pair of recording
sites (with larger repetition suppression expected for larger coherence). Taking measures of
causality in LFP-LFP recordings between two connected regions (e.g. Grainger causality,
DCM, etc.), the Explaining Away model clearly predicts that the directionality of the
interactions should flow more in the top-down direction for repeated stimuli compared to
novel stimuli. Repetition suppression effects should also occur earlier in top-down regions
than in bottom-up regions. The quantitative relationship between repetition suppression and
increased synchronization, as well as the direction of information flow following repetition,
is less constrained in the Synchrony model, potentially allowing for somewhat independent
effects and symmetrical top-down/bottom-up causal interactions (see discussion below).
However, the Synchrony and Explaining Away proposals differ critically in which cells
should show the increased coupling. The Synchrony model posits that task-engaged cells
that carry information critical for task-performance are the ones that are synchronizing,
activating each other more reliably and effectively with single spikes. The prediction that
follows is that cells that prefer a repeated stimulus are the ones that should synchronize
(relative to those that are weakly tuned or weakly responsive). In contrast, the Bayesian
Explaining Away proposal holds that there are two separate subpopulations of cells, cells
that encode the conditional expectation of perceptual causes (φi) and those encoding
prediction error (ξi) (see Figure 1D and Friston, 2005, p. 826, for discussion). After
learning, the "error" cells are the ones that are suppressed by top-down predictions, and it is
the firing of these cells that should carry the effects of the more strongly negative top-down
coupling (perhaps exhibiting hyperpolarized voltages following spiking in higher-level areas
representing predictions). Occasionally, experiments of this type (i.e. recording spikes and
LFPs with microelectrodes) can be conducted in human patients undergoing brain surgery
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(e.g. Kraskov, Quiroga, Reddy, Fried, & Koch, 2007), and the same sorts of predictions
would be expected to hold in these contexts.

Intracranial EEG in humans
While we view recent source-estimated MEG experiments in humans as supporting the
Synchrony model (and potentially the Bayesian Explaining Away model), source-estimation
procedures are forced to make many assumptions in order to provide an inverse solution,
and the algorithms are complex. Direct electrical recordings with good spatial resolution (<
1–2 cm) would be useful for verifying the basic pattern of results observed in these MEG
experiments, as well as for testing further predictions of the two models. Such measures are
currently available in intracranial EEG studies in human patients who are undergoing
surgery for intractable epilepsy, referred to as electrocorticography or ECoG (e.g. Canolty et
al., 2006; Puce, Allison, & McCarthy, 1999). While the subdural electrodes used in these
studies typically do not allow the recordings of spikes, they permit recordings of field
voltages directly from the cortical surface and often provide coverage over a large extent of
one cerebral hemisphere, recording signals from up to 100 electrodes simultaneously per
patient. We have reported preliminary results of one such study utilizing an object-naming
task in two patients with coverage of the lateral surface of the left frontal and temporal lobes
(Gotts, Crone, & Martin, 2010, Society for Neuroscience Abstracts, Program 94.11). We
found that stimulus repetition led to repetition priming in both patients and increases in low-
frequency evoked power (1–15 Hz) for virtually all task-engaged electrodes (i.e. those that
exhibited significant evoked responses), replicating the basic pattern ofGilbert et al. (2010).
Like Ghuman et al. (2008), we also observed increases in phase-locking (LFP-LFP
coherence) between task-engaged frontal and temporal electrodes in the alpha (8–12 Hz) and
low beta (12–18 Hz) frequency ranges. With additional patients, we should have the ability
to test several of the predictions discussed above for the Spike-LFP experiments, such as the
timing and directionality of changes in the top-down and bottom-up directions, as well as the
association between coherence changes and the magnitude of repetition priming. While the
inability to record spikes in single-cells will necessarily create some ambiguity in
interpretation with respect to the exact form that changes in synchronization take (e.g. spike
synchrony versus rapid co-modulation of firing rates), the advantage of this method over the
spike-LFP recordings is the nearly whole-hemisphere coverage that it provides. To our
knowledge, only one other ECoG study to date in humans has examined the effect of
stimulus repetition on local field activity (Puce et al., 1999). However, this study examined
only short-term repetitions in ventral temporal cortex during passive viewing (as in Miller et
al., 1991), and no measures of repetition priming were taken.

Connectivity Methods in fMRI
One large downside in using source-estimated MEG or ECoG to assess changes in neural
synchronization is that the analog of repetition suppression in these methods is unclear.
Fluctuations in field activity, either magnetic or electrical, may eventually be found to have
a reliable correlate in terms of overall neural activity level, but this relationship is currently
unknown. The two types of measures could theoretically be unrelated in the same manner
that the mean and variance of a random variable can be independent and separate quantities.
For example, firing rate that is uniformly distributed in time may have no detectable effect
on field fluctuations, resulting in a blindness to certain sorts of changes in activity level
when taking field measurements. In order to relate repetition suppression, repetition
priming, and changes in synchrony, it would be best to measure these phenomena in the
same experiments. While this should be possible for the Spike-LFP recording methods in
animals, it might also be possible in coarser methods that are available to more researchers,
such as fMRI in humans. First emphasized by Friston and colleagues (Friston et al., 1997;
Friston, Harrison, & Penny, 2003), fMRI studies that measure patterns of temporal
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covariation in the BOLD response across pairs or collections of brain regions have become
commonplace following the advent of resting-state functional connectivity methods (see Fox
& Raichle, 2007, for review). If cells in two brain regions are engaging in more synchronous
interactions with increased coupling while processing repeated compared to novel stimuli,
one might expect the magnitudes of the corresponding BOLD responses to co-vary at higher
levels, as well. This idea suggests a relatively straightforward fMRI experiment in which it
should be possible to evaluate the separate effects of stimulus repetition on the mean BOLD
response versus on the magnitude of BOLD covariation between pairs of task-engaged
voxels/regions. However, there is at least one main stumbling block to carrying out this
experiment. When novel and repeated stimuli are randomly intermixed in a typical rapid
event-related design, standard analysis methods do a good job at estimating the mean BOLD
response to each condition, even with a great deal of overlap of the slow responses to
individual stimuli as long as baseline periods are appropriately interleaved. However, the
same is not true of estimating the variation around the mean to each individual stimulus.
This is what would be necessary in order to measure a condition-specific change in
correlation/coupling cleanly, with correlation/coupling between two brain regions being
calculated over the set of individual stimulus responses in each experimental condition (e.g.
novel versus repeated). One solution would be to use a blocked design with no temporal
overlap of the novel and repeated conditions, although that has well-known downsides,
creating problems of interpretation with respect to strategic effects and differences in
attentional state (e.g. D'Esposito, Zarahn, & Aguirre, 1999; Hamburger & Slowiaczek,
1998). A better solution would be to space individual stimuli far enough apart so that the
peak of the BOLD responses are no longer overlapping (~ 8–10 seconds, closer to a "slow"
event-related design, e.g. Bandettini & Cox, 2000), still permitting randomly interleaved
conditions. In an experiment such as this (currently underway in our lab), the Synchrony
model predicts that while the mean BOLD response is decreased to repeated stimuli
(repetition suppression), correlations of the response magnitudes to individual repeated
stimuli across task-engaged voxels should increase. Furthermore, beta weights or causal
model parameters (e.g. DCM) that assess the strength of inter-regional coupling should be
more positive and facilitatory for repeated compared to novel stimuli. The Bayesian
Explaining Away model makes at least two novel predictions in this experiment: 1) methods
of assessing causality (e.g. Grainger, DCM) should reveal a greater top-down flow of
information (see discussion of Ewbank et al., 2011, above), and 2) beta weights or DCM
model parameters between two connected brain regions should be negative, rather than
positive as in the Synchrony model, between top-down and bottom-up areas for repeated
stimuli. The magnitude of this negative coupling should be associated with the magnitude of
repetition suppression in the bottom-up areas.

A Final Note on Repetition Suppression and the Synchrony Model
The Synchrony model posits that stimulus repetition should lead to enhanced local and long-
range synchronization among task-engaged cortical regions, and this, in turn, should lead to
improved accuracy and more rapid response times. What does this model have to say about
repetition suppression? In the Gotts (2003) neural network model, short-term repetitions
produced repetition suppression and synchronization in a more or less unitary fashion,
through short-term plasticity mechanisms of synaptic depression and spike-frequency
adaptation. However, these mechanisms recover over tens of seconds and don't apply at the
longer lags used to study repetition suppression in many experiments. At longer lags, long-
term plasticity mechanisms such as LTP/LTD are likely to be responsible for any observed
changes in synchronization, perhaps through spike-timing-dependent plasticity (e.g. Bi &
Poo, 1998; Markram et al., 1997; Sjöstrom et al., 2001) that improves the timing relations
among cells that prefer the repeated stimulus. It is further possible that LTD dominates the
changes such that activities will be reduced overall, producing repetition suppression, but
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how this would relate to changes in synchrony is quite unclear. We would tentatively
suggest that the mechanisms producing changes in synchronization and those resulting in
overall activity decreases may be at least partially independent, possibly explaining the lack
of relationship between repetition suppression and repetition priming that has occasionally
been observed (e.g. McMahon & Olson, 2007; Race et al., 2009; Xu, Turk-Browne, &
Chun, 2007). Partial independence would require at least two mechanisms that would tend to
be engaged when stimuli are repeatedly encountered in the service of improving neural
processing efficiency. With more data in spike-LFP and slow event-related fMRI
experiments, the relative importance of repetition suppression and synchronization in
explaining priming may be put to the appropriate tests.
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Figure 1. Theories that explain repetition priming in the face of repetition suppression
Graphical depictions of the theories discussed in the text are shown for (A) Facilitation, (B)
Sharpening, (C) Synchrony, and (D) Bayesian Explaining Away. Hypothetical Novel and
Repeated conditions are shown with black and red curves, respectively. In D, suppressive
feedback from higher levels to lower levels in the network structure is highlighted with the
use of thick black lines, and the earlier separation of novel and repeated conditions in higher
levels relative to lower levels is indicated with vertical dashed lines in the activity plots to
the right.
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