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A B S T R A C T

Comparative effectiveness research (CER) seeks to assist consumers, clinicians, purchasers, and
policy makers to make informed decisions to improve health care at both the individual and
population levels. CER includes evidence generation and evidence synthesis. Randomized
controlled trials are central to CER because of the lack of selection bias, with the recent
development of adaptive and pragmatic trials increasing their relevance to real-world decision
making. Observational studies comprise a growing proportion of CER because of their efficiency,
generalizability to clinical practice, and ability to examine differences in effectiveness across
patient subgroups. Concerns about selection bias in observational studies can be mitigated by
measuring potential confounders and analytic approaches, including multivariable regression,
propensity score analysis, and instrumental variable analysis. Evidence synthesis methods include
systematic reviews and decision models. Systematic reviews are a major component of
evidence-based medicine and can be adapted to CER by broadening the types of studies included
and examining the full range of benefits and harms of alternative interventions. Decision models
are particularly suited to CER, because they make quantitative estimates of expected outcomes
based on data from a range of sources. These estimates can be tailored to patient characteristics
and can include economic outcomes to assess cost effectiveness. The choice of method for CER
is driven by the relative weight placed on concerns about selection bias and generalizability, as well
as pragmatic concerns related to data availability and timing. Value of information methods can
identify priority areas for investigation and inform research methods.
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INTRODUCTION

The desire to determine the best treatment for a
patient is as old as the medical field itself. However,
the methods used to make this determination have
changed substantially over time, progressing from
the humoral model of disease through the Oslerian
application of clinical observation to the paradigm
of experimental, evidence-based medicine of the last
40 years. Most recently, the field of comparative
effectiveness research (CER) has taken center stage1

in this arena, driven, at least in part, by the belief that
better information about which treatment a patient
should receive is part of the answer to addressing the
unsustainable growth in health care costs in the
United States.2,3

The emergence of CER has galvanized a
re-examination of clinical effectiveness research
methods, both among researchers and policy orga-
nizations. New definitions have been created that
emphasize the necessity of answering real-world
questions, where patients and their clinicians have to
pick from a range of possible options, recognizing
that the best choice may vary across patients, set-
tings, and even time periods.4 The long-standing

emphasis on double-blinded, randomized con-
trolled trials (RCTs) is increasingly seen as imprac-
tical and irrelevant to many of the questions facing
clinicians and policy makers today. The importance
of generating information that will “assist consum-
ers, clinicians, purchasers, and policy makers to
make informed decisions”1(p29) is certainly not a
new tenet of clinical effectiveness research, but its
primacy in CER definitions has important implica-
tions for research methods in this area.

CER encompasses both evidence generation
and evidence synthesis.5 Generation of comparative
effectiveness evidence uses experimental and observa-
tional methods. Synthesis of evidence uses systematic
reviews and decision and cost-effectiveness modeling.
Across these methods, CER examines a broad range of
interventions to“prevent,diagnose, treat, andmonitor
a clinical condition or to improve the delivery
of care.”1(p29)

EXPERIMENTAL METHODS

RCTs became the gold standard for clinical effective-
ness research soon after publication of the first RCT
in 1948.6 An RCT compares outcomes across groups
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of participants who are randomly assigned to different interventions,
often including a placebo or control arm (Fig 1). RCTs are widely
revered for their ability to address selection bias, the correlation be-
tween the type of intervention received and other factors associated
with the outcome of interest. RCTs are fundamental to the evaluation
of new therapeutic agents that are not available outside of a trial
setting, and phase III RCT evidence is required for US Food and Drug
Administration approval. RCTs are also important for evaluating new
technology, including imaging and devices. Increasingly, RCTs are
also used to shed light on biology through correlative mechanistic
studies, particularly in oncology.

However, traditional approaches to RCTs are increasingly seen as
impractical and irrelevant to many of the questions facing clinicians
and policy makers today. RCTs have long been recognized as having
important limitations in real-world decision making,7 including: one,
RCTs often have restrictive enrollment criteria so that the participants
do not resemble patients in practice, particularly in clinical character-
istics such as comorbidity, age, and medications or in sociodemo-
graphic characteristics such as race, ethnicity, and socioeconomic
status; two, RCTs are often not feasible, either because of expense,
ethical concerns, or patient acceptance; and three, given their expense
and enrollment restrictions, RCTs are rarely able to answer questions
about how the effect of the intervention may vary across patients
or settings.

Despite these limitations, there is little doubt that RCTs will be a
major component of CER.8 Furthermore, their role is likely to grow
with new approaches that increase their relevance in clinical practice.9

Adaptive trials use accumulating evidence from the trials to modify
trial design of the trial to increase efficiency and the probability that
trial participants benefit from participation.10 These adaptations can
include changing the end of the trial, changing the interventions or
intervention doses, changing the accrual rate, or changing the proba-
bility of being randomly assigned to the different arms. One example
of an adaptive clinical trial in oncology is the multiarm I-Spy2 trial,
which is evaluating multiple agents for neoadjuvant breast cancer
treatment.11 The I-Spy2 trial uses an adaptive approach to assigning
patients to treatment arms (where patients with a tumor profile are
more likely to be assigned to the arm with the best outcomes for that
profile), and data safety monitoring board decisions are guided by
Bayesian predicted probabilities of pathologic complete response.12,13

Other examples of adaptive clinical trials in oncology include a ran-

domized trial of four regiments in metastatic prostate cancer, where
patients who did not respond to their initial regimen (selected based
on randomization) were then randomly assigned to the remaining
three regimens,14 and the CALGB (Cancer and Leukemia Group B)
49907 trial, which used Bayesian predictive probabilities of inferiority
to determine the final sample size needed for the comparison of
capecitabine and standard chemotherapy in elderly women with
early-stage breast cancer.15 Pragmatic trials relax some of the tradi-
tional rules of RCTs to maximize the relevance of the results for
clinicians and policy makers. These changes may include expansion of
eligibility criteria, flexibility in the application of the intervention and
in the management of the control group, and reduction in the inten-
sity of follow-up or procedures for assessing outcomes.16

OBSERVATIONAL METHODS

The emergence of comparative effectiveness has led to a renewed
interest in the role of observational studies for assessing the benefits
and harms of alternative interventions. Observational studies com-
pare outcomes between patients who receive different interventions
through some process other than investigator randomization. Most
commonly, this process is the natural variation in clinical care, al-
though observational studies also can take advantage of natural exper-
iments, where higher-level changes in care delivery (eg, changes in
state policy or changes in hospital unit structure) lead to changes in
intervention exposure between groups. Observational studies can en-
roll patients by exposure (eg, type of intervention) using a cohort
design or outcome using a case-control design. Cohort studies can be
performed prospectively, where participants are recruited at the time
of exposure, or retrospectively, where the exposure occurred before
participants are identified.

The strengths and limitations of observational studies for clinical
effectiveness research have been debated for decades.7,17 Because the
incremental cost of including an additional participant is generally
low, observational studies often have relatively large numbers of par-
ticipants who are more representative of the general population.
Large, diverse study populations make the results more generalizable
to real-world practice and enable the examination of variation in effect
across patient subgroups. This advantage is particularly important for
understanding effectiveness among vulnerable populations, such as
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Fig 1. Experimental and observational
study designs. In a randomized controlled
trial, a population of interest is screened
for eligibility, randomly assigned to alterna-
tive interventions, and observed for out-
comes of interest. In an observational study,
the population of interest is assigned to
alternative interventions based on patient,
provider, and system factors and observed
for outcomes of interest.
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racial minorities, who are often underrepresented in RCT partici-
pants. Observational studies that take advantage of existing data sets
are able to provide results quickly and efficiently, a critical need for
most CER. Currently, observational data already play an important
role in influencing guidelines in many areas of oncology, particularly
around prevention (eg, nutritional guidelines, management of
BRCA1/2 mutation carriers)18,19 and the use of diagnostic tests (eg, use
of gene expression profiling in women with node-negative, estrogen
receptor–positive breast cancer).20 However, observational studies
also have important limitations. Observational studies are only feasi-
ble if the intervention of interest is already being used in clinical
practice; they are not possible for evaluation of new drugs or devices.
Observational studies are subject to bias, including performance bias,
detection bias, and selection bias.17,21 Performance bias occurs when
the delivery of one type of intervention is associated with generally
higher levels of performance by the health care unit (ie, health care
quality) than the delivery of a different type of intervention, making it
difficult to determine if better outcomes are the result of the interven-
tion or the accompanying higher-quality health care. Detection bias
occurs when the outcomes of interest are more easily detected in one
group than another, generally because of differential contact with the
health care system between groups. Selection bias is the most impor-
tant concern in the validity of observational studies and occurs when
intervention groups differ in characteristics that are associated with
the outcome of interest. These differences can occur because a char-
acteristic is part of the decision about which treatment to recommend
(ie, disease severity), which is often termed confounding by indica-
tion, or because it is correlated with both intervention and outcome
for another reason. A particular concern for CER of therapies is that
some new agents may be more likely to be used in patients for whom
established therapies have failed and who are less likely to be respon-
sive to any therapy.

There are two main approaches for addressing bias in observa-
tional studies. First, important potential confounders must be identi-
fied and included in the data collection. Measured confounders can be
addressed through multivariate and propensity score analysis. A tell-
ing example of the importance of adequate assessment of potential
confounders was found through examination of the observational
studies of hormone replacement therapy (HRT) and coronary heart
disease (CHD). Meta-analyses of observational studies had long esti-
mated a substantial reduction in CHD risk with the use of postmeno-
pausal HRT. However, the WHI (Women’s Health Initiative) trial, a
large, double-blind RCT of postmenopausal HRT, found no differ-
ence in CHD risk between women assigned to HRT or placebo. Al-
though this apparent contradiction is often used as general evidence
against the validity of observational studies, a re-examination of the
observational studies demonstrated that studies that adjusted for mea-
sures of socioeconomic status (a clear confounder between HRT use
and better health outcomes) had results similar to those of the WHI,
whereas studies that did not adjust for socioeconomic status found a
protective effect with HRT22 (Fig 2). The use of administrative data
sets for observational studies of comparative effectiveness is likely to
become increasingly common as health information technology
spreads, and data become more accessible; however, these data sets
may be particularly limiting in their ability to include data on potential
confounders. In some cases, the characteristics that influence the
treatment decision may not be available in the data (eg, performance
status, tumor gene expression), making concerns about confounding

by indication too high to proceed without adjusting data collection or
considering a different question.

Second, several analytic approaches can be used to address differ-
ences between groups in observational studies. The standard analytic
approach involves the use of multivariable adjustment through regres-
sion models. Regression allows the estimation of the change in the
outcome of interest from the difference in intervention, holding the
other variables in the model (covariates) constant. Although regres-
sion remains the standard approach to analysis of observational data,
regression can be misleading if there is insufficient overlap in the
covariates between groups or if the functional forms of the variables
are incorrectly specified.23 Furthermore, the number of covariates that
can be included is limited by the number of participants with the
outcome of interest in the data set.

Propensity score analysis is another approach to the estimation of
an intervention effect in observational data that enables the inclusion
of a large number of covariates and a transparent assessment of the
balance of covariates after adjustment.23-26 Propensity score analysis
uses a two-step process, first estimating the probability of receiving a
particular intervention based on the observed covariates (the propen-
sity score) and estimating the effect of the intervention within groups
of patients who had a similar probability of receiving the intervention
(often grouped as quintiles of propensity score). The degree to which
the propensity score is able to represent the differences in covariates
between intervention groups is assessed by examining the balance in
covariates across propensity score categories. In an ideal situation,
after participants are grouped by their propensity for being treated,
those who receive different interventions have similar clinical and
sociodemographic characteristics—at least for the characteristics that
are measured (Table 1). Rates of the outcomes of interest are then
compared between intervention groups within each propensity score
category, paying attention to whether the intervention effect differs
across patients with a different propensity for receiving the interven-
tion. In addition, the propensity score itself can be included in a
regression model estimating the effect of the intervention on the
outcome, a method that also allows for additional adjustment for
covariates that were not sufficiently balanced across intervention
groups within propensity score categories.

The use of propensity scores for oncology clinical effectiveness
research has become increasingly popular over the last decade, with six
articles published in Journal of Clinical Oncology in 2011 alone.27-32
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Fig 2. Meta-analysis of observational studies of hormone replacement therapy
(HRT) and coronary artery disease incidence comparing studies that did and did
not adjust for socioeconomic status (SES). Data adapted.22
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However, propensity score analysis has limitations, the most impor-
tant of which is that it can only include the variables that are in the
available data. If a factor that influences the intervention assignment is
not included or measured accurately in the data, it cannot be ade-
quately addressed by a propensity score. For example, in a prior
propensity score analysis of the association between active treatment
and prostate cancer mortality among elderly men, we were able to
include only the variables available in Surveillance, Epidemiology, and
End Results–Medicare linked data in our propensity score.33 The data
included some of the factors that influence treatment decisions (eg,
age, comorbidities, tumor grade, and size) but not others (eg, func-
tional status, prostate-specific antigen score). Furthermore, the mea-
surement of some of the available factors was imperfect—for example,
assessment of comorbidities was based on billing codes, which can
underestimate actual comorbidity burden and provide no informa-
tion about the severity of the comorbidity. Thus, although the final
result demonstrating a fairly strong association between active
treatment and reduced mortality was quite robust based on the
data that were available, it is still possible that the association
represents unaddressed selection factors where healthier men un-
derwent active treatment.34

Instrumental variable methods are a third analytic approach that
estimate the effect of an intervention in observational data without
requiring the factors that differ between the intervention groups to be
available in the data, thereby addressing both measured and unmea-
sured confounders.35 The goal underlying instrumental variable anal-
ysis is to identify a characteristic (called the instrument) that strongly
influences the assignment of patients to intervention but is not asso-
ciated with the outcomes of interest (except through the intervention).
In essence, an instrumental variable approach is an attempt to repli-
cate an RCT, where the instrument is randomization.36 Common
instruments include the patterns of treatment across geographic areas
or health care providers, the distance to a health care facility able to
provide the intervention of interest, or structural characteristics of the
health care system that influence what interventions are used, such as
the density of certain types of providers or facilities. The analysis
involves two stages: first, the probability of receiving the intervention
of interest is estimated as a function of the instrument variable and
other covariates; second, a model is built predicting the outcome of
interest based on the instrument-based intervention probability and
the residual from the first model.

Instrumental variable analysis is commonly used in economics37

and has increasingly been applied to health and health care. In oncol-
ogy, instrumental variable approaches have been used to examine the

effectiveness of treatments for lung, prostate, bladder, and breast can-
cers, with the most common instruments being area-level treatment
patterns.38-42 One recent analysis of prostate cancer treatment found
that multivariable regression and propensity score methods resulted
in essentially the same estimate of effect for radical prostatectomy, but
an instrumental variable based on the treatment pattern of the previ-
ous year found no benefit from radical prostatectomy, similar to the
estimate from a recently published trial.41,43 However, concerns also
exist about the validity of instrumental variable results, particularly if
the instrument is not strongly associated with the intervention, or if
there are other potential pathways by which the instrument may
influence the outcome. Although the strength of the association be-
tween the instrument and the intervention assignment can be tested in
the analysis, alternative pathways by which the instrument may be
associated with the outcome are often not identified until after publi-
cation. A recent instrumental variable analysis used annual rainfall as
the instrument to demonstrate an association between television
watching and autism, arguing that annual rainfall is associated with
the amount of time children watch television but is not otherwise
associated with the risk of autism.44 The findings generated consider-
able controversy after publication, with the identification of several
other potential links between rainfall and autism.45 Instrumental vari-
able methods have traditionally been unable to examine differences in
effect between patient subgroups, but new approaches may improve
their utility in this important component of CER.46,47

SYSTEMATIC REVIEWS

For some decisions faced by clinicians and policy makers, there is
insufficient evidence to inform decision making, and new studies to
generate evidence are needed. However, for other decisions, evidence
exists but is sufficiently complex or controversial that it must be
synthesized to inform decision making. Systematic reviews are an
important form of evidence synthesis that brings together the available
evidence using an organized and evaluative approach.48 Systematic
reviews are frequently used for guideline development and generally
include four major steps.49 First, the clinical decision is identified, and
the analytic framework and key questions are determined. Sometimes
the decision may be straightforward and involve a single key question
(eg, Does drug A reduce the incidence of disease B?), but other times
the question may be more complicated (eg, Should gene expression
profiling be used in early-stage breast cancer?) and involve multiple

Table 1. Hypothetic Example of Propensity Score Analysis Comparing Two Intervention Groups, A and B

Characteristic

Overall Sample

Quintiles of Propensity Score�

1� 2 3 4 5�

A B A B A B A B A B A B

Mean age, years 45.3 56.9 58.9 59.0 56.2 56.1 50.4 50.4 46.9 46.7 43.0 43.2
No. of comorbidities

0 54.0 26.5 60.8 60.4 51.7 51.8 43.6 43.4 38.9 39 24.3 24.5
1-2 34.7 28.8 36.8 36.9 34.4 34.4 32 32.1 29.7 29.5 26.4 26.5
� 3 11.3 44.7 2.4 2.7 13.9 13.8 24.4 24.5 31.4 31.5 49.3 49

�Quintile 1 is the lowest probability of receiving intervention A, and quintile 5 is the highest probability of receiving intervention A.
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key questions.50 Second, the literature is searched to identify the rele-
vant studies using inclusion and exclusion criteria that may include
the timing of the study, the study design, and the location of the study.
Third, the identified studies are graded on quality using established
criteria such as the CONSORT criteria for RCTs51 and the STROBE
(Strengthening the Reporting of Observational Studies in Epidemiol-
ogy) criteria for observational studies.52 Studies that do not meet a
minimum quality threshold may be excluded because of concern
about the validity of the results. Fourth, the results of all the studies are
collated in evidence tables, often including key characteristics of the
study design or population that might influence the results. Meta-
analytic techniques may be used to combine results across studies
when there is sufficient homogeneity to make a single-point estimate
statistically valid. Alternatively, models may be used to identify the
study or population factors that are associated with different results.

Although systematic reviews are a key component of evidence-
based medicine, their role in CER is still uncertain. The traditional
approach to systematic reviews has often excluded observational stud-
ies because of concerns about internal validity, but such exclusions
may greatly limit the evidence available for many important com-
parative effectiveness questions. CER is designed to inform real-world
decisions between available alternatives, which may include multiple
tradeoffs. Inclusion of information about harms in comparative effec-
tiveness systematic reviews is desirable but often challenging because
of limited data. Finally, systematic reviews are rarely able to examine
differences in intervention effects across patient characteristics, an-
other important step for achieving the goals of CER.

DECISION AND COST-EFFECTIVENESS ANALYSIS

Another evidence synthesis method that is gaining increasing traction
in CER is decision modeling. Decision modeling is a quantitative
approach to evidence synthesis that brings together data from a range
of sources to estimate expected outcomes of different interventions.53

The first step in a decision model is to lay out the structure of the
decision, including the alternative choices and the clinical and eco-
nomic outcomes of those alternatives.54 Ensuring that the structure of
the model holds true to the clinical scenario of interest without be-
coming overwhelmed by minor possible variations is critical for the
eventual impact of the model.55 Once the decision structure is deter-
mined, a decision tree or simulation model is created that incorporates
the probabilities of different outcomes over time and the change in
those probabilities from the use of different interventions.56,57 To
calculate the expected outcomes, a hypothetic cohort of patients is run
through each of the decision alternatives in the model. Estimated
outcomes are generally assessed as a count of events in the cohort (eg,
deaths, cancers) or as the mean or median life expectancy among
the cohort.58

Decision models can also include information about the value
placed on each of the outcomes (often referred to as utility) as well as
the health care costs incurred by the interventions and the health
outcomes. A decision model that includes cost and utility is often
referred to as a cost-benefit or cost-effectiveness model and is used in
some settings to compare value across interventions. The types of costs
that are included depend on the perspective of the model, with a
model from the societal perspective including both direct and indirect
medical costs (eg, loss of productivity), a model from a payer (ie,

insurer) perspective including only direct medical costs, and a model
from a patient perspective including the costs experienced by the
patient. Future costs are discounted to address the change in monetary
value over time.59 Sensitivity analyses are used to explore the impact of
different assumptions on the model results, a critical step for under-
standing how the results should be used in clinical and policy decisions
and for the development of future evidence-generation research.
These sensitivity analyses often use a probabilistic approach, where a
distribution is entered for each of the inputs and the computer sam-
ples from those distributions across a large number of simulations,
thereby creating a confidence interval around the estimated outcomes
of the alternative choices.

Decision models have several strengths in CER. They can link
multiple sources of information to estimate the effect of different
interventions on health outcomes, even when there are no studies that
directly assess the effect of interest. Because they can examine the effect
of variation in different probability estimates, they are particularly
useful for understanding how patient characteristics will affect the
expected outcomes of different interventions. Decision models can
also estimate the impact of an intervention across a population,
including the effect on economic outcomes. Decision and cost-
effectiveness analyses have been used frequently in oncology, particu-
larly for decisions with options that include the use of a diagnostic or
screening test (eg, bone mineral density testing for management of
osteoporosis risk),60 involve significant tradeoffs (eg, adjuvant chem-
otherapy),61 or have only limited empirical evidence (eg, management
strategies in BRCA mutation carriers).62

However, decision models also have several limitations that have
limited their impact on clinical and policy decision making in the
United States to date and are likely to constrain their role in future
CER. Often, model results are highly sensitive to the assumptions of
the model, and removing bias from these assumptions is difficult. The
potential impact of conflicts of interest is high. Decision models re-
quire data inputs. For many decisions, data are insufficient for key
inputs, requiring the use of educated guesses (ie, expert opinion). The
measurement of utility has proven particularly challenging and can
lead to counterintuitive results. In the end, decision analysis is similar
to other comparative effectiveness methods—useful for the right
question as long as results are interpreted with an understanding of the
methodologic limitations.

Table 2. Factors That Influence Selection of Study Design for
Patient-Centered Outcome Research

Factor

Intrinsic
Internal validity (bias)
External validity (generalizability or applicability to nonstudy settings and

populations)
Precision
Heterogeneity in risk or benefit (eg, subgroup or personalized evidence)
Ethical dimensions of the study (including considerations of risk-benefit

balance and study burden for study participants)
Extrinsic

Time urgency (eg, rapidly changing technology, policy or public health
needs)

Logistical constraints (eg, feasibility of collecting information from
participants, number of participants available, study complexity)

Data availability, quality, and completeness
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SELECTION OF CER METHODS

The choice of method for a comparative effectiveness study involves
the consideration of multiple factors. The Patient-Centered Out-
comes Research Institute Methods Committee has identified five in-
trinsic and three extrinsic factors (Table 2), including internal validity,
generalizability, and variation across patient subgroups as well as the
feasibility and time urgency.63 The importance of these factors will
vary across the questions being considered. For some questions, the
concern about selection bias will be too great for observational studies,
particularly if a strong instrument cannot be identified. Many ques-
tions about aggressive versus less aggressive treatments may fall into
this category, because the decision is often correlated with patient
characteristics that predict survival but are rarely found in observa-
tional data sets (eg, functional status, social support). For other ques-
tions, concern about selection bias will be less pressing than the need
for rapid and efficient results. This scenario may be particularly rele-
vant for the comparison of existing therapies that differ in cost or
adverse outcomes, where the use of the therapy is largely driven by
practice style. In many cases, the choice will be pragmatic based on
what data are available and the feasibility of conducting an RCT. These
choices will increasingly be informed by the value of information

methods64-66 that use economic modeling to provide guidance about
where and how investment in CER should be made.

DISCUSSION

In reality, the questions of CER are not new but are simply more
important than ever. Nearly 50 years ago, Sir Austin Bradford Hill
spoke about the importance of a broad portfolio of methods in clinical
research, saying “To-day . . . there are many drugs that work and work
potently. We want to know whether this one is more potent than that,
what dose is right and proper, for what kind of patient.”7(p109) This call
has expanded beyond drugs to become the charge for CER. To fulfill
this charge, investigators will need to use a range of methods, extend-
ing the experience in effectiveness research of the last decades “to assist
consumers, clinicians, purchasers, and policy makers to make in-
formed decisions that will improve health care at both the individual
and population levels.”1(p29)
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