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Appropriateness of the probability approach with a nutrient status
biomarker to assess population inadequacy: a study using vitamin D'~
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ABSTRACT

Background: There are questions about the appropriate method for
the accurate estimation of the population prevalence of nutrient
inadequacy on the basis of a biomarker of nutrient status (BNS).
Objective: We determined the applicability of a statistical proba-
bility method to a BNS, specifically serum 25-hydroxyvitamin D
[25(OH)D]. The ability to meet required statistical assumptions was
the central focus.

Design: Data on serum 25(OH)D concentrations in adults aged
19-70 y from the 2005-2006 NHANES were used (n = 3871).
An Institute of Medicine report provided reference values. We an-
alyzed key assumptions of symmetry, differences in variance, and
the independence of distributions. We also corrected observed dis-
tributions for within-person variability (WPV). Estimates of vitamin
D inadequacy were determined.

Results: We showed that the BNS [serum 25(OH)D] met the criteria
to use the method for the estimation of the prevalence of inade-
quacy. The difference between observations corrected compared
with uncorrected for WPV was small for serum 25(OH)D but,
nonetheless, showed enhanced accuracy because of correction.
The method estimated a 19% prevalence of inadequacy in this sam-
ple, whereas misclassification inherent in the use of the more tradi-
tional 97.5th percentile high-end cutoff inflated the prevalence of
inadequacy (36%).

Conclusions: When the prevalence of nutrient inadequacy for a pop-
ulation is estimated by using serum 25(OH)D as an example of
a BNS, a statistical probability method is appropriate and more
accurate in comparison with a high-end cutoff. Contrary to a com-
mon misunderstanding, the method does not overlook segments
of the population. The accuracy of population estimates of inade-
quacy is enhanced by the correction of observed measures for
WPV. Am J Clin Nutr 2013;97:80-6.

INTRODUCTION

The ability to estimate the prevalence of nutrient inadequacy
for a population group is an important component of public health
policy. The estimation drives decisions about the adequacy of the
food supply as well as activities for the maintenance of the health
of the population. An accurate characterization of the prevalence
of inadequacy is critical because the policy and program im-
plications differ depending on the proportion of persons con-
sidered nutritionally inadequate.

For >50 y, the estimation of nutrient inadequacy has relied
primarily on measures of intake for which observed nutrient

intakes have been compared with nutrient-intake reference
values. Over time, a statistically driven methodology known as
the probability approach (1) has been developed to estimate the
prevalence of inadequacy based on intake and has proven to be
more accurate than the use of a so-called high-end cutoff (1-3),
which is an approach that specifies risk of inadequacy when an
intake is below the requirement of an upper percentile of the
population, typically the 97.5th percentile.

There is increasing interest in the use of a biomarker of nutrient
status (BNS)* to derive the prevalence of inadequacy for a pop-
ulation group and, as underscored in a recent report from the
Institute of Medicine (IOM) (4), in the assessment of whether
the probability approach that is used with intake measures is
applicable to BNSs. A BNS often provides information on
whether a population has met physiologic requirements for the
nutrient (5). When available, BNSs may offer advantages for the
estimation of the prevalence of inadequacy compared with in-
take measures because they can reflect other information about
status such as bioavailability and absorption. Moreover, BNSs
can be objectively measured, whereas intakes are affected by
biases common to self-reported data. To date, the application of
BNSs for the estimation of inadequacy has mirrored the earlier
history of the more commonly available nutrient intake measure
whereby the high-end cutoff is used, and persons who fall below
that measure are deemed to be inadequate, which is an approach
known to inappropriately inflate prevalence estimates. However,
unlike the evolving approach for intake measures, the use of
BNSs has not readily incorporated newer methods for the esti-
mation of the prevalence of nutrient inadequacy such as the
probability approach. This failure is likely due to questions
about the appropriateness of statistical methods developed for
intake measures for use with BNSs as well as the lack of un-
derstanding of the principles surrounding the use of statistical
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probability and the improved accuracy of estimation afforded by
the probability approach compared with the 97.5th percentile
high-end cutoff approach.

The purpose of this analysis was to evaluate the applicability of
the probability approach to a BNS. Serum 25-hydroxyvitamin D
[25(OH)D], which is a BNS known to reflect the nutrient status of
vitamin D and an identified subject for a test of the probability
approach (4), was selected for this study. In addition, our work
addresses several misunderstandings about the estimation of the
prevalence of inadequacy using probability.

SUBJECTS AND METHODS

Analysis of probability approach

Details concerning the probability approach are available from
several sources (1-3). In brief, the 2 essential data sets are /) the
distribution of measures of the BNS as observed in the pop-
ulation (ie, the observed distribution) and 2) the specification of
a reference value distribution. For a BNS, the reference value
can be identified as the healthy serum concentration, which is
distributed around an average for a group. The probability ap-
proach originally developed for use with intake measures has
been modified to make use of a shortcut that incorporates the
average reference intake, which in the case of intake is the
Estimated Average Requirement (EAR) (1, 6), and thus, it is also
termed the EAR cutoff method. The shortcut is carried out
mathematically by determining the proportion of the population
below the average reference intake. The shortcut is used more
commonly than the relatively complicated full probability ap-
proach and is the focus of this study. The shortcut relies on
certain statistical assumptions about distributions of observed
and reference values. Thus, to ensure the appropriateness of the
application of the shortcut probability approach to a BNS, dis-
tributions of BNS reference and observed values must meet the
following assumptions: /) the reference distribution is at least
symmetric if not normal, 2) the variance of the reference dis-
tribution is less than the variance of the observed distribution
(expressed as the estimated usual intake), and 3) reference and
observed distributions are independent (1, 3). In addition, it has
been established that reference values are appropriately com-
pared with observed measures corrected for within-person var-
iability (WPV), which are referred to as usual measures (7-9).

The observed values used in this study to test the 3 statistical
assumptions for serum 25(OH)D concentrations are from
NHANES. Although outcomes related to the applicability of
the probability approach to vitamin D intake are independent of
those for BNSs and assumed to be consistent with the probability
approach, we conducted the same analyses for vitamin D intake
measures from NHANES to ensure that, as anticipated, the ap-
proach was applicable to the intake measure and to compare
prevalence outcomes because of the likely differences between
these 2 measures used for the estimation of prevalence. The
2005-2006 cycle from NHANES was selected because it is the
only time period for which both serum 25(OH)D concentrations
and vitamin D intakes (from food and supplements) have been
released by the CDC. The IOM report on Dietary Reference
Intakes for vitamin D (4) provided information on reference
values for concentrations of serum 25(OH)D as well as vitamin
D intake. Serum 25(OH)D is reported in nanomoles per liter (a

nmol/L value is ~2.5 times the amount in ng/mL). Vitamin D
intake is reported in microgram amounts (1 ug is equivalent to
40 IU vitamin D).

Observed distributions for vitamin D

NHANES is a nationally representative, cross-sectional survey
of the noninstitutionalized US population (10). The survey uses
a complex, stratified, multistage probability cluster sampling
design. The National Center for Health Statistics within CDC
administers NHANES and obtains written informed consent from
all participants or proxies. The examination response rate for the
2005-2006 cycle was 77% (unweighted) (11).

Survey personnel first interview participants in their homes
during which interviewers collect information on demographic
characteristics, dietary supplement use, and health-related issues.
From 1 to 2 wk after the household interview, participants un-
dergo a standardized physical examination and blood collection
in a mobile examination center, and dietary recall information is
collected. A second dietary recall is conducted via telephone
3-10 d after the first recall. Both recalls are collected by using
the USDA’s Automated Multiple Pass Method (12, 13).

To facilitate comparisons, only persons 19-70 y of age were
included in this study because reference values for serum
25(OH)D concentrations do not vary by age or sex within this
group (4). The initial sample, after the exclusion of individuals
with missing survey weights, was 10,348 persons. We excluded
persons younger than 19 y of age (n = 5101) or older than 70 y
of age (n = 814). Participants who were missing both 24-h di-
etary recalls (n = 362) or missing the serum 25(OH)D measure
(n = 413) were also excluded; persons with a single dietary
recall were retained. The final analytic sample consisted of 3871
adults.

Serum 25(OH)D measurements were determined at the CDC
by using a radioimmunoassay kit (DiaSorin). Adjustments rec-
ommended by the CDC (14) were made to the 2006 data for
serum 25(OH)D concentrations because of quality control drifts
noted by the CDC.

We calculated the observed mean vitamin D intake from food
by averaging the 2 dietary recalls after adjustment for the
covariates described in Statistical methods. A single recall was
used if a second recall was not conducted. The average daily
intake of vitamin D from dietary supplements was added to the
average intake from foods. The dietary supplement questionnaire
administered in the home determined the use of dietary sup-
plements over the past 30 d (15). Product-label declarations were
used to identify the presence and amount of vitamin D in
identified supplements. As described elsewhere (16), the average
daily intake of vitamin D from all dietary supplements was
calculated by using the number of days of reported consumption
of the supplement, the reported amount that respondents took per
day, and the serving-size unit from the product label.

Reference distributions for vitamin D

We identified reference distributions by using information
from the IOM report on Dietary Reference Intakes for vitamin D
(4). The average reference serum 25(OH)D concentration for
adults 19-70 y of age specified by the IOM was 40 nmol/L, and
the 97.5th percentile reference value was identified as 50
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nmol/L. Intake reference values were specified as 10 pg/d for
the EAR and 15 wg/d for the 97.5th percentile (ie, the Recom-
mended Dietary Allowance). The IOM report indicated a normal
distribution for vitamin D reference values but did not provide
variance measures. We calculated the variance for reference
distributions by recalling that, for normal distributions, the 97.5th
percentile equals the mean plus 2 SDs. Therefore, the variance is
equal to the square of one-half of the difference between the
97.5th percentile and the mean of distributions.

Statistical methods

Analyses to produce means, variances, SEs of the mean, and
percentiles for values not corrected for WPV were computed with
the SAS System for Windows software (release 9.2; SAS Institute
Inc). We incorporated NHANES survey specific weights to ensure
national representation. For serum 25(OH)D, adjustments were
made for season because of the ability of sun exposure to influence
serum 25(OH)D concentrations, and the NHANES variable for
time of year of data collection was used for this purpose. An initial
analysis revealed that variables that reflect fasting state and time of
day did not affect serum 25(OH)D concentrations, and thus, these
possible adjustments were not incorporated. For intake, adjustments
used were the day of week that the dietary recall was collected and
sequence (ie, first or second recall).

The correction for WPV allows the observed distribution to
reflect usual measures rather than a single observed measure, and
the procedure uses measurements from participants with =2
observations to compute the variance of daily measurements
around their mean (7-9). Biological measures may naturally
vary within a normal range for an individual on a day-to-day
basis, which causes variability within a person. Thus, a distri-
bution on the basis of a single measurement will lead to an
overestimate of the percentage of population above or below
a set criterion because the distribution derived will be flatter and
wider (ie, greater variability) than a distribution that is based on
measures averaged over =2 observations, which reduces vari-
ability. The basis for correction for WPV rests on the un-
derstanding that the SD for observed values has 2 components
(ie, the within-person SD and between-person SD), whereas the
SD for the usual distribution reflects only between-person var-
iability. Because the reference distribution also reflects only
between-person variability, error components of the usual dis-
tribution and the reference distribution are more similar than are
error components of the uncorrected observed and reference
distributions (7, 8). We analyzed observed values for WPV and
derived usual serum concentrations as well as usual intakes by
correcting for WPV with the software PC-Side (version 1.01;
Towa State University), which is based on the Iowa State
University method (17, 18). Observed values were adjusted for
the covariates before correction for WPV. Because a replicate
blood collection was not available for the NHANES 2005-2006,
we used replicate estimates from a subsample of the NHANES
2001-2002 Second Day Exam public-use file (n = 469) to estimate
WPV (19). We used this WPV value to correct single 2005-2006
serum 25(OH)D values. When we attempted to transform
NHANES 2005-2006 data for serum 25(OH)D concentrations
into the normal scale, we encountered difficulties because the
serum data had been discretized before they were reported. Serum
25(OH)D concentrations were reported to the nearest 0.5 nmol/L,

and this resulted in an observed distribution of concentrations with
numerous peaks and valleys. For this reason, we added random
normal noise with mean zero and very small variance to the
serum measurements to smooth the empirical distribution and
ease the process of normalization. This method was consistent
with the accepted statistical procedure to improve properties of
data without changing summary statistics (20). In the case of
vitamin D intake, observed intakes of vitamin D from foods
were also corrected for WPV, and the average daily intake of
vitamin D from supplements was added to estimates (21, 22).

The PC-Side software produces all descriptive statistics for
measures corrected for WPV, and these were used with serum
reference values from the IOM (4) to identify the proportion
below the average reference value of 40 nmol/L, which is a
calculation that was shown to be equivalent to the determination
of the prevalence by using the shortcut probability approach (1).
The population percentage below the 97.5th percentile of the
BNS reference-value distribution (ie, 50 nmol/L) was also
determined to characterize the high-end cutoff approach. Similar
estimates were made for intakes by using relevant IOM reference
values.

Observed distributions for this study are referred to as either
usual distributions (ie, observed values corrected for WPV) or
uncorrected observed distributions. They may also be termed
generally as observed values.

RESULTS

Results are presented in the context of the statistical assump-
tions for use of the shortcut probability approach with a BNS. The
usual distribution, uncorrected observed distribution, and reference
distribution for serum 25(OH)D concentrations are illustrated
in Figure 1 for our sample of adults aged 19-70 y. The WPV
analysis revealed that differences between the uncorrected
observed distribution and the usual distribution were relatively
small for serum 25(OH)D, although, as expected, the uncorrected
observed distribution trended toward greater variability than the

Serum 25(0H)D

.—~Average Reference Value

o
o
@
1
-

Usual Distribution
------- Uncorrected Observed Distribution
= = = Reference Value Distribution

0.04 S

S
o
o
h
r

T T T T
0 50 100 150

nmol/L

Estimated Probability Function

FIGURE 1. Usual, uncorrected observed, and reference distributions:
serum 25(OH)D for adults aged 19-70 y in NHANES 2005-2006 (n =
3871). The usual distribution (SD: 21.4 nmol/L) was corrected for within-
person variability and derived by using PC-Side software (version 1.01; Iowa
State University). The uncorrected observed distribution (SD: 23.7 nmol/L) was
derived with SAS System for Windows software (release 9.2; SAS Institute Inc)
and was not corrected for within-person variability. The reference distribution
was derived by using the mean (95th percentile) specified by the Institute of
Medicine (5) with calculated SD = 5.0 nmol/L on the basis of normality. The x-
axis indicates concentration values. The estimated probability function (y-axis)
indicates the frequency of each concentration in the sample. 25(OH)D, 25-
hydroxyvitamin D.
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usual distribution did [SD: 23.7 compared with 21.4 nmol/L se-
rum 25(OH)D]. Distributions and related SDs for vitamin D intake
also showed greater variability for the uncorrected observed dis-
tributions as shown elsewhere (see Figure 1 under “Supplemental
data” in the online issue).

Overall, the distributions for serum 25(OH)D (Figure 1) sat-
isfied statistical assumptions for the use of the shortcut proba-
bility approach with BNSs. First, as indicated by the IOM (4), the
reference distribution was normal and symmetrical. Second, the
variance of the observed distribution for serum 25(OH)D was
larger than the variance of the reference distribution; specifically,
the SD was 5.0 nmol/L for the reference distribution and 21.4
nmol/L for the estimated usual distribution. Measures of vitamin
D intake also met statistical assumptions (see Figure 1 under
“Supplemental data” in the online issue). Third, the assumption
of independence between observed and reference values stands
without empirical evidence because the correlation can be ex-
amined only if the healthy BNS concentration is known for each
individual. In the absence of the ability to determine personal
requirements, the long-standing assumption for intake, which
has largely been untested, is that the amount of the vitamin
consumed is unrelated to the amount needed by the individual
(1). IOM committees that have been responsible for the
development of dietary reference values have incorporated this
assumption across a wide range of nutrients, with the exception
of calories (6). The independence between observed serum
25(OH)D concentrations and reference values is also not test-
able, but importantly, the assumption has not been contradicted
by available evidence. Current literature has suggested that the
serum 25(OH)D concentrations observed in the population are
primarily a function of vitamin D exposures, and there is no
systematic evidence that persons with lower serum concentra-
tions have lower needs (4).

With regard to estimates of vitamin D inadequacy, for adults
aged 19-70 y in this sample, the shortcut probability approach

TABLE 1

calculated a 19% inadequacy on the basis of serum 25(OH)D,
which is an estimate that is similar to that highlighted in the
IOM report, which noted the percentage of persons below the
average reference value in the absence of a confirmed statistical
approach for the estimation of inadequacy (4). Our prevalence
estimates varied little on the basis of age subgroup or sex within
our sample (Table 1). The use of a 97.5th percentile high-end
cutoff inflated estimates of inadequacy compared with those of
the shortcut probability approach (Table 1), which increased the
prevalence to 36% for adults aged 19-70 y with similar
increases for age subgroups and sex groups. Finally, as expected,
the estimation of the prevalence of inadequacy without correc-
tion for WPV, even when the shortcut probability approach was
used, resulted in an inflated prevalence estimate. The increase
was relatively small in the case of serum 25(OH)D, which
reflected 1-4 percentage points depending on the age subgroup
and sex (Table 1).

When vitamin D intake was used with the probability ap-
proach, the outcome was an estimate of 71% inadequacy.
Prevalence estimates on the basis of intake may differ from those
on the basis of a BNS for the same nutrient because measures may
reflect different variables of status. Vitamin D offers a clear
example of such a difference because UVB radiation as well as
intake affects the BNS.

DISCUSSION

Application of the shortcut probability approach

The use of the shortcut probability approach with a BNS to
estimate the prevalence of nutrient inadequacy cannot be fully
appreciated without an understanding of the underlying frame-
work of the approach. This framework has been described by
others (1-3), and the discussion in the current article is brief to
provide context for conclusions. A common point of confusion

Prevalence of vitamin D inadequacy on the basis of serum 25(OH)D concentrations: comparisons of outcomes for adults

aged 19-70 y in NHANES 2005-2006’

On the basis
of the 97th
percentile cutoff?

On the basis of the shortcut
probability approach without
correction for WPV?

On the basis of the shortcut
probability approach with
correction for WPV*

%

Age

Total: 19-70 y (n = 3871) 36 = 0.7

19-30 y (n = 1219) 36 £ 1.3

31-50 y (n = 1476) 36 £ 1.2

51-70 y (n = 1176) 36 = 14
Sex

M (n = 1827) 35 £ 1.1

F (n = 2044) 37 1.0

% %
22 = 0.7 19 = 0.8
22 12 19 =14
20 = 1.0 1913
2212 20+ 14
22+ 1.0 18 = 1.2
20 = 0.9 20 = 1.1

" All values are prevalences + SDs. Descriptive statistics were computed with SAS System for Windows software
(release 9.2; SAS Institute Inc) and Iowa State University PC-Side software. Serum concentrations were adjusted for
season. WPV, within-person variability; 25(OH)D, 25-hydroxyvitamin D.

2 Estimates of inadequacy were inappropriately inflated because of misclassification (cutoff method). Serum concen-

trations were corrected for WPV.

? Estimates of inadequacy were inappropriately inflated because of the use of a probability approach without correction

for WPV.

#Provides the most accurate estimate of inadequacy because of the use of the shortcut probability approach with WPV

correction.
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is how the determination of the proportion of individuals with
observed measures below the average reference value comports
mathematically with the application of statistical probability
and, in turn, offers an accurate estimate of the prevalence of
inadequacy.

An estimation method is needed because, although we may know
observed BNS concentrations of individuals, it is not possible to
know the personal healthy BNS concentrations of individuals. If
such knowledge were possible, a count as shown in Figure 2A
would readily specify the prevalence of inadequacy. The 45 line
reflects the point at which observed values of individuals match
their personal needs relative to a BNS concentration. Persons on or
below the 45 line are adequate for the nutrient. Persons above the
diagonal line (shaded area) have observed values that are less than
their personal needs and, therefore, experience inadequacy. The
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FIGURE 2. A: Hypothetical plot of individuals’ observed measure
compared with individuals’ known personal requirements or BNS
concentration for a nutrient. The line at the 45 angle reflects the point at
which an observed value is equivalent to an individual’s personal need.
Persons above the 45  line (shaded area) are inadequate for a nutrient;
persons below the 45 line are adequate for a nutrient. B: Illustration of
mathematical equivalence between the number of persons below an
average reference value and the number of persons who experienced
inadequacy. The vertical line reflects the point at which an observed value
is equivalent to a reference value (ie, 1200 units). The line at the 45  angle
reflects the point at which an observed value is equivalent to an individual’s
personal need. Triangles 1 and 2 (diagonal hash lines) are bounded by the
vertical line and the 45 line. The number of persons in triangle 2, which can
be determined by readily available data, is equal to the number of persons in
triangle 1, which is unknown. The numerical count for the gray shaded area
to the left of the vertical line is known; the numerical count for triangle 2
(known) can be substituted for the count for triangle 1 in the gray shaded
area. Modified from reference 2 and reproduced with permission from
National Academies Press.

counting of the points above the diagonal line provides a precise
prevalence of inadequacy.

However, in the absence of knowing personal needs, the
shortcut probability approach uses data that can be obtained about
each individual’s observed measures to provide an indirect count
of persons above the 45  line shown in Figure 2A (ie, persons
with observed values less than their personal needs). The ability
to do so rests on meeting the 3 statistical assumptions. Thus,
contrary to a common misunderstanding, the shortcut proba-
bility approach does not ignore persons between the average
reference value and high-end 97.5th percentile cutoff. The in-
direct count is illustrated in Figure 2B. Two triangles (triangles 1
and 2) are identified with diagonal lines: These triangles are
bounded by /) a vertical line that reflects the point at which an
observed value equals the average reference value and 2) a 45°
line that reflects the point at which an observed value equals the
individual’s personal requirement or BNS concentration. As
concerns the goal of counting persons above the 45 line, the
points within triangle 1 are persons who must be included in the
count for inadequacy, whereas persons in triangle 2 are not to be
included in the count. Because of the data available, the number
of observed values that are less than the average reference value
can be readily counted (ie, persons to the left of the vertical line).
However, this count inappropriately includes persons in triangle
2 while omitting persons in triangle 1. The solution rests with
the fact that the number of persons in triangle 2 is virtually the
same as the number in triangle 1 (1). Consequently, if, for
counting purposes, we use the number of persons in triangle 2 as
a stand-in for the number of persons in triangle 1, the count of
persons with observed values less than the average reference
value (ie, all persons to the left of the vertical line) is mathe-
matically equivalent to the count of all persons above the 45
line. Hence, the shortcut probability approach uses the number
of persons below the average reference value to specify the
prevalence of nutrient inadequacy for a group.

Meeting statistical assumptions and enhancing accuracy

The statistical assumptions that were the basis for this study
(ie, the reference distribution is symmetric, the variance of the
reference distribution is less than the variance of observed dis-
tribution, and the reference and observed distributions are
independent) have been considered in detail by Carriquiry (3),
who used simulations to illustrate the importance of meeting the
assumptions. When serum 25(OH)D concentrations were ex-
amined in our study, observed and reference distributions were
shown to conform to the 3 statistical assumptions. Although the
ability to quantitatively ascertain independence between the 2
types of distributions for serum 25(OH)D was not possible, the
assumption was accepted in the absence of evidence to the
contrary, which was similar to applications with intake data.
Future research should continue to explore this assumption across
the range of BNSs because each BNS reflects a unique underlying
biological status. For example, we need to clarify what, if any,
role homeostatic mechanisms may play in the use of BNSs for the
estimation of the prevalence of inadequacy. Although biological
measures could be affected by homeostatic mechanisms that
maintain an apparently healthy concentration even at the expense
of body stores and other metabolic needs (eg, plasma retinol),
measures that would be subject to such regulation may not be
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appropriate as BNSs because they may fail to serve as sensitive
signals of nutrient status or mask the true status of the individual.
In addition, there may be as yet unknown characteristics of BNSs
that make them different from intake measures in ways that
require adjustment of the shortcut probability approach.

In any case, the shortcut probability approach is more accurate
than the use of the 97.5th percentile high-end cutoff when statistical
assumptions are met because statistical probability eliminates the
inherent misclassification (1, 2) caused by the inability of the cutoff
approach to address the fact that personal needs vary, and virtually
all (97.5%) of the population have needs below the cutoff. The cutoff
approach results in a portion of persons with adequate status who are
misclassified as inadequate and, in turn, overestimates the true
magnitude of the inadequacy. This inflation of prevalence estimates
was examined in detail in a seminal 1986 report that showed that the
overestimation could range from 4.2% to 75.2% of 3 nutrients used
as examples (2), depending on the nutrient and sex. In our sample,
the shortcut probability approach estimated a vitamin D inadequacy
of 19% on the basis of serum measures. In contrast, the 97.5th
percentile high-end cutoff inflated prevalence estimates by 17
percentage points because of the misclassification, which resulted in
an estimate of 36% inadequacy. Differences of this magnitude
cannot be ignored, and continued use of the high-end cutoff for the
assessment of the nutrient status of population groups is potentially
misleading.

There was no expectation that prevalence estimates that were
based on vitamin D intake would mirror those that were based on
serum 25(OH)D because serum measures reflect total exposure,
including contributions from sunlight, whereas intake reflects
only diet (food and supplements). Moreover, BNSs are not
subject to an underreporting bias, incomplete food composition
data, or the effect of bioavailability. However, the notable
difference of 52 percentage points in our sample of adults aged
19-70 y suggested that either there is a serious underreporting of
foods that contain vitamin D, there are shortcomings in the food-
composition database, or most likely, sun exposure, even if
inadvertent, makes meaningful contributions to vitamin D status.
BNSs for other nutrients may provide prevalence estimates more
or less similar to those that are based on intake, depending on
how status is defined for each nutrient.

Finally, the correction of observed values of a BNS for WPV
results in a better representation of observed values than a single
data point. This procedure ensures additional accuracy in prev-
alence estimates. In the case of serum 25(OH)D, WPV was
relatively low. However, other researches have shown greater
day-to-day variability in biological measures for nutrients (23),
and this variability would result in a greater inflation of estimates
if values were uncorrected for WPV. Corrections for WPV have
been incorporated regularly when intake measures serve as the
basis for prevalence estimates, but the correction has not been
commonly carried out for BNSs. Two recent reports from the
CDC on serum 25(OH)D concentrations for the US population
illustrated this point. One report issued in 2011 (24) did not
correct for WPV and also used a high-end cutoff approach. The
second report, which was made available in 2012, presented
biochemical indicators from NHANES and reported percentages
of persons below the serum 25(OH)D average reference value of
40 nmol/L but did not correct serum concentrations for WPV
(25). Putting aside the use of the high-end cutoff approach in the
2011 report, the failure to correct for WPV in either report is

concerning because a central goal for the estimation of nutrient
inadequacy within a population group should be to ensure
accuracy, even in the case of small levels of WPV that can be
meaningful on a population basis.

This work supports the use of BNSs for nutrient assessment of
population groups on the basis of a statistical probability rather
than the 97.5th percentile high-end cutoff approach. In this way,
estimates for the prevalence of nutrient inadequacy will take into
account the variability in observed measures in individuals and in
reference-value distributions. In turn, reports on the nutrient
status of population groups may be closer to the reality of the
number of persons who are inadequate and, thus, may better
inform health providers and policy makers about the extent
of interventions required. However, additional exploration of
certain BNS issues is needed. It would be useful to specifically
elucidate factors about BNSs, either as a single measure or as
like-groups of BNSs, that may impact conformity with the 3
statistical assumptions, including the independence between
observed and healthy reference concentrations and the extent to
which homeostatic mechanisms affect the ability of a biological
measure to serve as a BNS. A focus on correction of WPV is
warranted as well as research to clarify the nature of WPV for
BNSs.

We gratefully acknowledge Patsy Brannon, Cornell University, for her
thoughtful and constructive comments on our work as well as for her encour-
agement.

The authors’ responsibilities were as follows—CLT, ALC, and EAY:
designed the research; ALC: analyzed data; RLB: provided statistical sup-
port; CLT: wrote and had primary responsibility for the final content of the
manuscript; and ALC, RLB, CTS, and EAY: contributed to the development
of the manuscript. None of the authors had a conflict of interest.

REFERENCES

1. Institute of Medicine of the National Academies. Dietary Reference
Intakes: applications in dietary assessment. Washington, DC: The
National Academies Press, 2000.

2. National Research Council, National Academy of Sciences, Sub-
committee on Criteria for Dietary Evaluation. Nutrient adequacy; as-
sessment using food consumption surveys. Washington, DC: National
Academy Press, 1986.

3. Carriquiry AL. Assessing the prevalence of nutrient inadequacy. Public
Health Nutr 1999;2:23-33.

4. Institute of Medicine of the National Academies. Dietary Reference
Intakes: calcium and vitamin D. Washington, DC: The National
Academies Press, 2011.

5. Willett W. Nutritional epidemiology. 2nd ed. New York, NY: Oxford
University Press, 1998.

6. Institute of Medicine of the National Academies. Dietary Reference
Intakes: the essential guide to nutrient requirements. Washington, DC:
The National Academies Press, 2006.

7. Liu K, Stamler J, Dyer A, McKeever J, McKeever P. Statistical
methods to assess and minimize the role of intraindividual variability in
obscuring the relationship between dietary lipids and serum choles-
terol. J Chronic Dis 1978;31:399-418.

8. Beaton GH, Milner J, Corey P, McGuire V, Cousins M, Stewart E, de
Ramos M, Hewitt D, Grambsch PV, Kassim N, et al. Sources of var-
iance in 24-hour dietary recall data: implications for nutrition study
design and interpretation. Am J Clin Nutr 1979;32:2546-59.

9. Sempos CT, Johnson NE, Smith EL, Gilligan C. Effect of intra-
invidivuial and interindividual variation in repeated diet records. Am J
Epidemiol 1985;121:120-30.

10. National Center for Health Statistics, Centers for Disease Control and
Prevention. National Health and Nutrition Examination Survey. Avail-
able from: http://www.cdc.gov/nchs/nhanes.htm (cited 13 June 2012).

11. National Center for Health Statistics, Centers for Disease Control and
Prevention. Response rates and CPS population totals, National Health



86

12.

13.

14.

15.

16.

17.

TAYLOR ET AL

and Nutrition Examination Survey. Available from: http://www.cdc.
gov/nchs/nhanes/response_rates_cps.htm (cited 13 June 2012).
Blanton CA, Moshfegh AJ, Baer DJ, Krestch MJ. The USDA Auto-
mated Multiple-Pass Method accurately estimates group total energy
and nutrient intake. J Nutr 2006;136:2594-9.

Moshfegh AJ, Rhodes DG, Baer DJ, Murayi T, Clemens JC, Rumpler
WYV, Paul DR, Sebastian RS, Kuczynski KJ, Ingwersen LA, et al. The
US Department of Agriculture Automated Multiple-Pass Method
reduces bias in the collection of energy intakes. Am J Clin Nutr 2008;
88:324-32.

National Center for Health Statistics, Centers for Disease Control and
Prevention. Revised analytical note for NHANES 2000-2006 and
NHANES III (1988-1994) 25-hydroxyvitamin D analysis. Available from:
http://www.cdc.gov/nchs/data/nhanes/nhanes3/VitaminD_analyticnote.pdf
(cited 13 June 2012).

National Center for Health Statistics, Centers for Disease Control and
Prevention. National Health and Nutrition Examination Survey; SP ques-
tionnaire component: dietary supplements questionnaire data. Available
from:  http://www.cdc.gov/nchs/data/nhanes/nhanes_05_06/sp_dsq_d.pdf
(cited 13 June 2012).

Bailey RL, Dodd KW, Goldman JA, Gahche JJ, Dwyer JT, Moshfegh
AJ, Sempos CT, Picciano MF. Estimation of total usual calcium and
vitamin D intakes in the United States. J Nutr 2010;140:817-22.
Nusser SM, Carriquiry AL, Dodd KW, Fuller WA. A semiparametric
transformation approach to estimating usual daily intake distributions.
J Am Stat Assoc 1996;91:1440-9.

8

19.

20.

21.

22.

23.

24.

25.

. Guenther PM, Kott PS, Carriquiry AL. Development of an approach for
estimating usual nutrient intake distributions at the population level.
J Nutr 1997;127:1106-12.

Lacher DA, Hughes JP, Carroll MD. Biological variation of laboratory
analytes based on the 1999-2002 National Health and Examination
Survey. Centers for Disease Control and Prevention, National Health
Statistics Reports, no. 21, March 2010. Available from: http://www.
cdc.gov/nchs/data/nhsr/nhsr021.pdf (cited 13 June 2012)

Box GEP, Hunter WG, Hunter JS. Statistics for experimenters. New
York, NY: Wiley, 1978.

Carriquiry AL. Estimation of usual intake distributions of nutrients and
foods. J Nutr 2003;133:601S-8S.

Garriguet D. Combining nutrient intake from food/beverages and vi-
tamin /mineral supplements. Health Rep 2010;21:71-84.

Looker AC, Sempos CT, Liu KA, Johnson CL, Gunter EW. Within-
person variance in biochemical indicators of iron status: effects on
prevalence estimates. Am J Clin Nutr 1990;52:541-7.

Looker AC, Johnson CL, Lacher DA, Pfeiffer CM, Schleicher RL,
Sempos CT. Vitamin D status: United States, 2001-2006. Centers for
Disease Control and Prevention, NCHS Data Brief, no. 59, March
2011. Available from: http://www.cdc.gov/nchs/data/databriefs/db59.
pdf (cited 13 June 2012).

National Center for Environmental Health, Centers for Disease Control
and Prevention. Second national report on biochemical indicators of
diet and nutrition in the U.S. population, 2012. Available from: http://
www.cdc.gov/nutritionreport/ (cited 13 June 2012).



