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Abstract
We report AMBER force field parameters for biological simulations involving phosphorylation of
serine, threonine or tyrosine. The initial parameters used RESP fitting for the atomic partial
charges and standard values for all other parameters such as Lennard-Jones coefficients. These
were refined with the aid of a thermodynamic cycle consisting of experimentally determined pKa
values, solvation energies from molecular dynamics free energy simulations, and gas phase
basicities from QM calculations. A polarization energy term was included to account for the
charge density change between the gas-phase and solution, and solvation free energies were
determined using thermodynamic integration. Parameter adjustment is required to obtain
consistent thermodynamic results with better balanced electrostatic interactions between water and
the phosphate oxygens. To achieve this we modified the phosphate oxygen radii. A
thermodynamically consistent parameter set can be derived for monoanions and requires an
increase of the van der Waals phosphate oxygen radii of approximately 0.09 Å. Larger, residue-
specific radii appear to be needed for dianions. The revised parameters developed here should be
of particular interest for environments where simulations of multiple protonation states may be of
interest.

1 Introduction
Protein phosphorylation is of utmost importance in cell signaling.1–6 The study of
phosphorylated proteins can shed light on many important questions regarding control and

regulation in cell signaling. The phosphate anions  and  are the most abundant
forms in solution at physiological pH7 and are therefore the most dominant forms involved
in biological processes. Molecular dynamics simulations of systems with phosphate ions or
phosphorylated compounds can give detailed insights into a plethora of biologically relevant
questions: for example how protein phosphorylation changes the protein function and
structure, how it alters the protein's binding behavior, and ultimately how these changes
affect the function of the protein in the cell.

Computer simulations of phosphorylated proteins require accurate parameters for the
phosphoric acid esters. One begins by defining a molecular topology and force field atom
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types. Force constants for bonds, angles and dihedrals are then assigned. Furthermore,
obtaining the proper electrostatic interactions in the molecular mechanics model requires
computation of atomic point charges. Several techniques to obtain these atomic charges
exist. In CHARMM,8,9 for example, Mulliken charges are assigned to the optimized
structure followed by placing water molecules in the vicinity of the polar groups and
refining the charge to accurately reproduce the interaction energy. In AMBER10 one starts
with an electrostatic potential (ESP) arising from electronic structure calculations, and then
uses a charge-fitting procedure (RESP11) to calculate values of atomic partial charges that
best reproduce the electrostatic potential at a grid of points surrounding the molecule.

For AMBER there already exist parameters for phosphorylated amino acids.12 The atomic
charges were obtained using the RESP methodology and the parameters have been
successfully used in simulations of phosphorylated proteins that were carried out to
elucidate the binding, unbinding, dynamics, and structural changes of the proteins.13–15 This
parameter set uses Lennard-Jones radii that are unchanged from values originally chosen for
the phosphodiesters founds in nucleic acids. It is therefore desireable to check additional
thermodynamic properties, particularly in terms of interaction of charged phosphate groups
with water. Pearson16 developed a scheme for computing free energies of hydration by
constructing a thermodynamic cycle (see 2) for which the gas phase basicities and pKa's of
the system of interest are known. In this paper we use such cycles to refine the parameters
giving rise to the solvation energies of phosphoric acid esters (labeled A for acid in the
diagram). Experimental or high-level quantum chemistry estimates are available for many of
the legs of the thermodynamic cycle; we report here parameters adjusted in such a way that
the computed solvation free energies correctly complete the thermodynamic cycle, giving
updated parameters for both the anionic and di-anionic forms of several phosphorylated
amino acids.

2 Methods
The current study focuses on obtaining parameters of phosphates and phosphate derivatives
(test molecules are shown in 1). Methyl and p-tolyl phosphate served as surrogates for the
biologically important phosphoserine and phosphotyrosine residues, respectively. The
diesters serve as model compounds for the phosphate groups in DNA and RNA. The
parameters for all-atom simulations of the phosphoric acid esters were determined and
refined using a thermodynamic cycle (2), sometimes called a “Pearson cycle”.16 Eight
energy terms contribute : (1) the gas phase basicities; (2) the energy that arises (if needed)
from changing units from standard concentration to the units of liquid state measurements;
(3) and (4) are the polarization energies arising from changing the charge distribution (in the
gas phase) to values used in the force field, which are aimed at being appropriate to the
condensed phase17–19 ; (5) and (6) are the solvation free energies that can be obtained from
fixed charge free-energy simulations (we use thermodynamic integration here); (7) is the
standard proton free energy of hydration; and (8) is the free energy calculated from the
experimental pKa value. Details of how the various terms were estimated are given next.

1. The gas phase basicities of the model compounds were computed using the
Gaussian03 software package.20 For each structure of the model compounds
studied the optimal gas phase geometry was obtained using density functional
theory (DFT) approximating the exchange-correlation energy functional with the
hybrid functional (B3LYP) at an aug-cc-pVTZ basis set level. This pre-optimized
structure was used as input geometry to compute gas phase basicities. Molecular
energies were computed using Gaussian-3 (G3) theory.21 The general equation of

basicity is given by , namely the sum of the free
energy difference for the acid and base, the proton free energy and a multiplicity
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term that stems from the indistinguishable microscopic protonation states possible
when placing r protons at s possible sites of each test compound. Each number
(n,m) can be computed from the binomial coefficient, i.e. . The symbol “Δ”
denotes the difference between the acid and its conjugate base. The proton free
energy in the gas-phase is given by the sum of ideal enthalpy ( ) including the
pV term and the proton entropy S=26.02 kcal/mol K at 298 K, obtained from the
Sackur-Tetrode equation,22 leading to a proton free energy GH+ = –6.28 kcal/
mol.23

2. Gas-phase polarization energies (3) and (4) were obtained using Gaussian03 and a
polarizable continuum solvent model, using B3LYP, the aug-cc-pVTZ basis set and
an external dielectric of 78.4, representing aqueous solution. Standard additional
parameters of ε∞ = 1.78 for the fast-response dielectric constant of water and Rsolv
= 1.385 Å for the probe radius have been used. The total energy of a compound
was computed with the PCM term, additionally the energy was calculated without
PCM but using the fixed orbital coefficients of the previous calculation. Comparing
the second energy to the result of a pure vacuum calculation provides an estimate
of the polarization energy a compound builds up when its charge density adapts to
an aqueous environment. This procedure employs equation 2 of Ref.18 instead of
the tensorial approach described there, so polarization energies were calculated
here as

(1)

where ρPCM is the electron density obtained from a calculation including the PCM
solvation model and ρgas is the gas phase electron density. ESCF is the total energy
of the compound calculated for a given density but without using the PCM model.
Since the second term in Eq. 1 is always more negative than the first (since ρgas is
the minimum energy density), a polarization energy is a positive energy
contribution. We believe this approach to be a more robust calculation than the
procedure of Swope, Horn and Rice18 for the case of these small highly
symmetrical compounds, since multipoles higher than quadrupoles may be required
for a good description of their electrostatic properties. We note that the RESP
charges used in our study are not guaranteed to match the charge distribution from
PCM calculations which may degrade the quality of the polarization energy
estimates. However, only differences of polarization energies enter the
thermodynamic cycle calculations and these differences are small compared to the
solvation energies of ions under consideration here. For all of the systems in 3 and
4, with the exception of of the dianion of the phosphotyrosine model, the
differences in polarization energies are less than 4.5 kcal/mol. Note that the
polarization term for the p-tolyl phosphate is significantly higher than for the other
compounds. This can be understood in terms of the high resonance stability an
aromatic ring substituent provides to a phosphate anion, indicating that the charge
distribution is easiest to shift and therefore polarization plays a larger role for this
one compound. Using different estimates for this term, or even ignoring it entirely,
would not lead to significant changes in the resulting target values. Still, the
optimized Lennard-Jones parameters would change somewhat, since they are
strongly affected by small changes in energy. We have repeated the analysis
presented in 4, 3 and 4 below without a polarization correction in the target values
and obtained radii changes that were consistently higher, by about 0.07 Å. Clearly,
a representation of polarization effects is necessary for accurate results here.
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3. Solvation free energies (5) and (6) were obtained from all-atom simulations using
the AM-BER10 molecular modeling suite10 using thermodynamic integration,24 as
follows. For MD simulations, charges for each molecule were taken from RESP
fitting calculations.12 We term the parameter set with these charges and all other
parameters (like van-der-Waals radii) taken from the AMBER ff99 set
the ”standard parameter“ set. The test molecules were solvated in an octahedal box
of approximately 750 TIP3P water molecules so that 12.0 Å distance or more lay
between every solute atom and the simulation box boundary. The systems were
heated to a temperature of 300 K over 5 ps and equilibrated for 1 ns. Bond lengths
including hydrogen atoms were constrained using the SHAKE algorithm.25 The
electrostatic potential was evaluated using the Particle mesh Ewald (PME)
method.26,27 The cutoff between short- and long-range interactions was taken to be
9.0 Å. The length of the time step was 2 fs. Free energies were evaluated using
thermodynamic integration with linear (trapezoidal) interpolation of the free energy
curve between 9 λ-values (0.1, 0.2, ..., 0.9), with a total simulation length of 3 ns
per window, collecting data from the last 2 ns only. The total free energy for each
compound was computed from three consecutive TI transformation steps, first a
removal of all partial charges in solution, then removal of solute-solvent vdW
interactions followed by reintroducing all partial charges in vacuum. Such a
breakdown of TI calculations into individual substeps is common and helps
overcome simulation instabilities. Error estimation for the resulting TI solvation
free energies was conducted as in previous work,28 by computing the ∂V/∂λ-
autocorrelation time τ to estimate the standard error of the mean from the standard
deviation σ∂V/∂λ for each simulation window as σSEM = σ∂V/∂λ/√tsim/2τ and
combining individual λ-window results via Gaussian error propagation.

4. Values in the range of –249.5 to –264.0 kcal/mol based on various theoretical and
experimental data have been suggested for the hydration free energy of the proton,
(7).29–31 Basically, relative solvation free energies of cations (and of anions) can be
determined from experimental measurements, but the absolute scale of cation
values relative to anions requires some extra-thermodynamic assumptions. The
situation is further complicated by the fact that in real systems, the reversible work
required to move an ion from solution to the gas phase includes a contribution from
the “phase potential” associated with the vacuum liquid interface.31 The
thermodynamic integration calculations used here correspond to an “intrinsic” or
“absolute” transfer, which is independent of any phase potential. The cycle in 2 can
be consistent with this if an “intrinsic” value is chosen for energy (7). Here, we use
the result from polarizable force field ion simulations of Grossfield et al.,30 –252.5
kcal/mol. This result is within 0.5 kcal/mol of the consensus value determined by
Tissandier et al. , –252 kcal/mol (based on an estimated phase potential
contribution), and is close to the value of -250 kcal/mol used for the current
AMBER parameterization for alkali halide anions.32 Lamoureux and Roux31 have
carried out polarizable ion simulations similar in spirit to those of Grossfield et al.,
arriving at a value of –247 kcal/mol. With this reference, cations are less favorably
solvated, by about 5 kcal/mol, than with our choice, and anions such as phosphates
would have solvation free energies that are more negative by the same amount.
This change would have an effect on the optimized radii that can be estimated from
4 below. Our choice of –252.5 kcal/mol for energy (7) has the advantage of being
consistent with the way other parts of the AMBER force fields have been
developed.

With this thermodynamic cycle, we generated a refined parameter set by changing the
phosphate oxygen van der Waals radii. Other refinement schemes are possible as well, such
as charge redistribution within the phosphate group and changes to the hydrogen and
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phosphorus van der Waals parameters. Several such approaches were studied in preliminary
work but did not yield closed thermodynamic cycles for chemically reasonable parameter
values (data not shown). We introduce three new AMBER atom types for our test
molecules, for the different types of oxygen atoms in phosphate groups, ’OP’ for a
deprotonated phosphate oxygen, ’OQ’ for a protonated phosphate oxygen (a P-OH group)
and ’OR’ for a bridging oxygen (e.g. a P-O-Me group). The types correspond to
the ’O2’, ’OH’ and ’OS’ types in the AMBER forcefield. The different oxygen radii are
summarized in 1.

3 Results and Discussion
The gas phase basicities (2) were estimated from Gaussian03 G3 calculations. Such
calculations are usually fairly accurate for phosphoric acid esters.23 For example, the
computed gas phase basicity of phosphate (transition of H3PO4 to ) lay within 0.3
kcal/mol of the reported experimental value of 321.0 kcal/mol.33 For the other model
compounds, experimental gas phase basicities were not available, but we assume that G3
calculations produce useful results for these basicities as well. For the test molecules, the
basicities for the neutral to singly charged transition were about 320 kcal/mol and for the
singly to doubly negatively charged transition about 450 kcal/mol. p-Tolyl phosphate is an
exception with a somewhat lower basicity of about 430 kcal/mol for the transition to the
doubly negatively charged form.

3 and 4 summarize the free energies of the Pearson cycle and give the target solvation free
energies that a refined parameter set should yield from the AMBER free energy simulations.
A plot of the ion solvation energies as a function of oxygen radii is shown in 4.

3 includes the solvation free energies for the neutral compounds, also computed from
thermodynamic integration calculations. These numbers are also dependent on the chosen
oxygen radii set, but unlike the results for the charged compounds, they can be calibrated
with respect to experimental results. For this purpose, we used trimethyl phosphate, a
molecule very similar to our test phosphates, but with a neutral form that is stable in aqueous
solution. Trimethyl phosphate is the only compound presented here with a reliable, directly
determined experimental solvation free energy: –8.7 kcal/mol.37 Our polarizable continuum
model suggests that the gas-phase polarization energy is 1.0 kcal/mol, suggesting a target
value for the transfer of trimethyl-phosphate (with its solvated charge distribution) from gas
to water to be –9.7 kcal/mol. We use the thermodynamic integration procedure outlined
above to compute the solvation free energy of trimethyl phosphate and our test compounds
for different radii sets (3). A second order polynomial was fit to the data points and the
oxygen radius increase for which the simulation result matches the experimental target value
of –9.7 kcal/mol was found to be 0.006 Å. This radius increase for the neutral compounds
was used for all five test molecules to obtain the entries for row (5) in 3.

For neutral to single negatively charged transitions the standard parameters (with no change
in oxygen radius) consistently oversolvated the anionic monoesters by 2-5 kcal/mol and
phosphate itself by more than 15 kal/mol. The required oxygen radius change to reach the
target values are as follows: methyl phosphate needed a 0.07 Å radius increase for –90.0
kcal/mol, p-tolyl phosphate 0.05 Å for –83.8 kcal/mol, dimethyl phosphate and diethyl
phosphate required radii increases of 0.12 and 0.10 Å to reach target values of –87.2 and –
84.7 kcal/mol respectively. For phosphoric acid itself, a large radius increase of 0.29 Å was
necessary. In general, to close the cycle of the transition of neutral to single negatively
charged phosphate esters, a rather uniform radius increase of approximately 0.09 Å was
needed to make AMBER give free energies that are fairly consistent with thermodynamic
data.
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Interestingly, both for dimethyl phosphate and diethyl phosphate a substantial radius
increase is suggested to close the thermodynamic cycle. These test molecules were included
as equivalents to the phosphodiesters forming the backbone of nucleic acids biomolecules.
The current AMBER forcefields contain phosphate parameters mainly to describe DNA and
RNA, nevertheless our results show these to be somewhat oversolvated by more than 3 kcal/
mol using standard parameters. Tests on nucleic acid systems with these expanded radii are
planned.

A less uniform picture emerges from the data in 4 for the transition of negatively charged to
doubly negatively charged molecules. The standard parameters suprisingly did work well for
ptolyl phosphate (which required a small radius decrease of 0.03 Å). In comparison, the
methyl phosphate dianion required a radius increase of 0.18 Å. For phosphoric acid itself,
the dianion, like the anion before, was found to be strongly oversolvated and would need an
oxygen radius increase of 0.33 Å to close the cycle.

Thermodynamic integration simulations were performed to compute the solvation free
energy (see 5) of the test compounds with increasing phosphate oxygen radius. The question
arises whether it is necessary to determine individual parameters for every phosphate
derivative or if a universal parameter set can be given. The required radius increase of 0.006
Å for the neutral compounds is of little relevance in practice, since it is not only small, but
the fully protonated compounds do not occur in significant amounts under physiological
conditions. Anions and dianions are the most commonly simulated compounds, and we
found above that a uniform oxygen radius increase of 0.09 Å is suitable for all monoanions
except phosphate. For dianions, no uniform set can be given and we suggest using the
individually fitted radii increases for each compound. For phosphoric acid, the very large
radius increase suggested indicates that this is a molecule for which a molecular mechanics
description is difficult in general (see below for a more detailed look at this compound).
While this is not problematic for either nucleic acids or phosphorylated proteins, both of
which contain only phosphate esters, many commonly used buffer solutions contain
phosphoric acid and building accurate molecular mechanics models for these would be
difficult.

We find that radii for nearly all anions studied needed to be increased. This overall result is
in good agreement to the expectation that anions will have inflated outer electron shells. In
the context of a fixed charge MD force field with isotropic van-der-Waals parameters, the
best option to model inflated electron shells is to make the atoms appear larger in
simulations.

3.1 Experimental and calculated solvation free energies for phosphoric acid
The scope of the current work is to consider a universal parameter set for phosphoric acid
and phophoric acid esters. To ensure confidence in these parameters, they must be consistent
with experimental data. Phosphoric acid exists in four different charge states and has
experimentally available solvation free energies of varying accuracy for all states (see 6).
The thermodynamic integration calculations of the solvation free energy without
polarization correction for the neutral form of phosphoric acid (H3PO4) yielded a solvation
free energy of –16.1 kcal/mol using adjusted radii. Suprisingly, this is smaller than the
progression of values from trimethyl- to dimethyl- to methyl phosphate suggests (ΔGSolv of
–9.7, –13.4 and –17.3 kcal/mol). Instead, a value of –21.4 kcal/mol can be extrapolated from
these numbers. Using this estimate for the neutral solvation energy above does not change
the results significantly, though. Large radius increases of 0.18 and 0.28 Å would still be
required for the anion and dianion to close the Pearson cycle.
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QM calculations also suggest that the solvation free energy for neutral phosphate (5) in 3 is
too low. Gaussian03 QM calculations using a aug-cc-pVTZ basis set and PCM solvation
gave a solvation free energy of –22.3 kcal/mol for H3PO4. This QM result includes the
charge polarization due to solvent, so to compare it to the TI result, the later also needs to
include the polarization term. Phosphate values (3)+(5) from 3 give only –8.26 kcal/mol,
suprisingly close to zero for such a polar molecule. If we use the QM value of –22.3 kcal/
mol instead of the sum of (3) and (5) in 3, then a radius increase of only 0.03 Å for the anion
and 0.19 Å for the dianion is found, a much more reasonable range. Since a fully protonated
phosphoric acid molecule is not stable in water at neutral pH, no accurate solvation free
energy can be assigned to it, but the approximate value of –26 kcal/mol given in Ref39 is
much closer to the QM than the MD result, leaving our results questionable for the case of
unsubstituted phosphate. It appears that the H3PO4 molecule is much more difficult to treat
in MD simulations than its esters.

For the charged forms of phosphoric acid, ( , , and ), solvation free
energies from experiments exist and can be compared to simulation or QM data. Note that
unlike the values in 5 the TI numbers in this paragraph include the polarization correction
term (4), to be comparable to the QM and experimental numbers. For dihydrogenphosphate
( ) the simulation target value gave the solvation energy to be computed from
simulations as -75.3 kcal/mol, which lies in the range of the experimentally reported
numbers of –68 kcal/mol40 to –111 kcal/mol.41 Unfortunately this range of 45 kcal/mol is
rather large and it therefore does not ensure accuracy of our reported number. For the doubly
deprotonated phosphoric acid, the target solvation free energy of –263.7 kcal/mol using
standard parameters is still within 10% of the experimental value of –299 kcal/mol.39 This
may be attributed to chance, since the expected errors on the experimental values are quite

large. Even for fully deprotonated phosphate ( ), the TI result using standard parameters
is not far from experimental numbers39,41 and much closer than the QM result, although
molecular mechanics models would not be expected to yield reliable data on such highly
charged compounds.

In summary, even though our parameter fitting scheme does provide radius adjustments for
phosphate anions and dianions which ensure that the target values are matched, the
uncertainties in the experimental values and the suprising discrepancy between the QM and
TI calculation values for the solvation energy of neutral H3PO4 mean that the target values
themselves may be inaccurate. The strong dependency of the fitted radii on changes in the
target energy values explains why significantly larger radius changes are suggested for
phosphates than for phosphate esters. While parameters for phosphoric acid and its anions
can be given, for this molecule we may have reached the limit of our fitting scheme to
obtain correct solvation free energies merely by changing one force field parameter.

4 Conclusions
Phosphorylation is of great importance in biology and a detailed understanding requires
detailed microscopic data. All-atom simulations can provide insight into many questions on
a molecular level. Here we investigated parameters derived from standard techniques for a
variety of phosphoric acid esters. Existing parameters lead to oversolvation due to too strong
electrostatic interactions of the negatively charged phosphate group oxygens. We find that
for neutral molecules the standard parameters are suitable (requiring increased oxygen radii
of only 0.006 Å) but for the biologically relevant negative charge states a larger increase of
0.09 Å is suggested. Doubly negative compounds require individually adapted oxygen radii.
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We derived a parameter set for phosphate esters that is in agreement with experimental data
and yields thermodynamically consistent results for the Pearson cycles. The derivation of
all-atom parameters of charged molecules poses a considerable challenge, as highly charged
molecules are more strongly solvated and polarized than neutral forms of the same
molecule. Therefore, achieving reasonable results with only a single changed parameter for
many of the test molecules was an unexpectedly fortunate finding. Beyond that and if very
accurate thermodynamic data is desired, a case-by-case fitting procedure must be used.

The current study gives a recipe of determining parameters for charged groups by
manipulating the van-der-Waals radii to shield the electrostatic interactions with water.
Atoms of a polarized anionic molecule appear to require larger oxygen van-der-Waals radii
than the neutral forms of the same molecule, and should therefore be parameterized as
physically larger in an all-atom force field. In our study the increased van-der-Waals radius
prevented water to get too close to the oxygen atoms reducing problems from overly strong
electrostatic interactions and over-solvation.

Summarily, we have determined a parameter set for phosphates using as our variable the
size of the phosphate oxygens. This parameter set reproduces the experimentally available
solvation free energies and is thermodynamically consistent as tested using the
thermodynamic Pearson cycle. Our derivation scheme is straightforward to adapt to other
charged compounds.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.

Acknowledgments
The authors would like to thank the AMBER community for helpful discussions, and Ken Merz and Darrin York
for help with parameter validation. This work was supported by NIH grant GM57513.

References
1. Ahn N. Chem. Rev. 2001; 101:2207–2207.

2. Karin M, Hunter T. Current Biol. 1995; 5:747–757.

3. Hunter T, Karin M. Cell. 1992; 70:375–387. [PubMed: 1643656]

4. Pawson T. Cell. 2004; 116:191–203. [PubMed: 14744431]

5. Schlessinger J. Cell. 2000; 103:211–225. [PubMed: 11057895]

6. Tonks NK, Neel B. Cell. 1996; 87:365–368. [PubMed: 8898190]

7. Baril J, Max JJ, Chapados C. Can. J. Chem. 2000; 78:490–507.

8. Foloppe N, MacKerell AD. J. Comput. Chem. 2000; 21:86–104.

9. MacKerell AD, Banavali NK. J. Comput. Chem. 2000:21.

10. Case, DA.; Darden, TA.; Cheatham, TE.; Simmerling, CL.; Wang, J.; Duke, RE.; Luo, R.;
Crowley, M.; Walker, RC.; Zhang, W.; Merz, KM.; Wang, B.; Hayik, S.; Roitberg, A.; Seabra, G.;
Kolossvary, I.; Wong, KF.; Paesani, F.; Vanicek, J.; Wu, X.; Brozell, SR.; Steinbrecher, T.;
Gohlke, H.; Yang, L.; Tan, C.; Mongan, J.; Hornak, V.; Cui, G.; Mathews, DH.; Seetin, MG.;
Sagui, C.; Babin, V.; Kollman, PA. University of California; San Francisco: 2008.

11. Bayly CI, Cieplak P, Cornell WD, Kollman PA. J. Phys. Chem. 1993; 97:10269–10280.

12. Homeyer N, Horn AHC, Lanig H, Sticht H. J. Mol. Model. 2006; 12:281–289. [PubMed:
16240095]

13. Zhang N, Jiang Y, Zou J, Zhuang S, Jin H, Yu Q. Proteins-Struct. Func. Bioinf. 2007; 67:941–949.

14. Pantano S, Carafoli E. Proteins-Struct. Func. Bioinf. 2007; 66:930–940.

15. Gough CA, Gojobori T, Imanishi T. Proteins-Struct. Func. Bioinf. 2007; 66:69–86.

Steinbrecher et al. Page 8

J Chem Theory Comput. Author manuscript; available in PMC 2013 November 13.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



16. Pearson RG. J. Am. Chem. Soc. 1986; 108:6109–6114.

17. Berendsen HJC, Grigera JR, Straatsma TP. J. Phys. Chem. 1987; 91:6269–6271.

18. Swope WC, Horn HW, Rice JE. J. Phys. Chem. B. 2010; 114:8621–8630. [PubMed: 20540503]

19. Sprik M, Klein M, Watanabe K. J. Phys. Chem. 1990; 94:6483–6488.

20. Frisch, MJ.; Trucks, GW.; Schlegel, HB.; Scuseria, GE.; Robb, MA.; Cheese-man, JR.;
Montgomery, JA., Jr.; Vreven, T.; Kudin, KN.; Burant, JC.; Millam, JM.; Iyengar, SS.; Tomasi, J.;
Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, GA.; Nakatsuji, H.;
Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.;
Kitao, O.; Nakai, H.; Klene, M.; Li, X.; Knox, JE.; Hratchian, HP.; Cross, JB.; Bakken, V.;
Adamo, C.; Jaramillo, J.; Gomperts, R.; Strat-mann, RE.; Yazyev, O.; Austin, AJ.; Cammi, R.;
Pomelli, C.; Ochterski, JW.; Ayala, PY.; Morokuma, K.; Voth, GA.; Salvador, P.; Dannenberg,
JJ.; Zakrzewski, VG.; Dapprich, S.; Daniels, AD.; Strain, MC.; Farkas, O.; Malick, DK.; Rabuck,
AD.; Raghavachari, K.; Foresman, JB.; Ortiz, JV.; Cui, Q.; Baboul, AG.; Clifford, S.; Cioslowski,
J.; Stefanov, BB.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, RL.; Fox, DJ.; Keith,
T.; Al-Laham, MA.; Peng, CY.; Nanayakkara, A.; Challacombe, M.; Gill, PMW.; Johnson, B.;
Chen, W.; Wong, MW.; Gonzalez, C.; Pople, JA. Gaussian 03, Revision C.02. Gaussian, Inc.;
Wallingford, CT: 2004.

21. Curtiss LA, Raghavachari K, Redfern PC, Rassolov V, Pople JA. J. Chem. Phys. 1998; 109:7764–
7776.

22. Noyes RM. J. Am. Chem. Soc. 1962; 84:513–522.

23. Range K, Riccardi D, Cui Q, Elstner M, York DM. Phys. Chem. Chem. Phys. 2005; 7:3070–3079.
[PubMed: 16186912]

24. Steinbrecher T, Case DA, Labahn A. J. Med. Chem. 2006; 49:1837–1844. [PubMed: 16539369]

25. Ryckaert JP, Ciccotti G, Berendsen HJC. J. Comput. Phys. 1977; 23:327–341.

26. Darden T, York D, Pedersen L. J. Chem. Phys. 1993; 98:10089–10092.

27. Essmann U, Perera L, Berkowitz ML, Darden T, Lee H, Pedersen LG. J. Chem. Phys. 1995;
103:8577–8593.

28. Steinbrecher T, Joung I, Case DA. J. Comput. Chem. 2011; 32:3253–3263. [PubMed: 21953558]

29. Tissandier M, Cowen K, Tuttle T Jr. J. Phys. Chem. A. 1998; 102:7787–7794.

30. Grossfield A, Ren P, Ponder JW. J. Am. Chem. Soc. 2003; 125:15671–15682. [PubMed:
14664617]

31. Lamoureux G, Roux B. J. Phys. Chem. B. 2006; 110:3308–3322. [PubMed: 16494345]

32. Joung I, Cheatham T III. J. Phys. Chem. B. 2008; 112:9020–9041. [PubMed: 18593145]

33. Linstrom, PJ.; Mallard, WG., editors. NIST Chemistry WebBook, NIST Standard Reference
Database. Vol. 69. National Institute of Standards and Technology; 2003.

34. Kumler WD, Eiler JJ. J. Am. Chem. Soc. 1943; 65:2355–2361.

35. Bunton CA, Llewellyn DR, Oldham KG, Vernon CA. J. Chem. Soc. 1958:3574–3587.

36. Chanley JD, Feageson E. J. Am. Chem. Soc. 1955; 77:4002–4007.

37. Wolfenden R, Williams R. J. Am. Chem. Soc. 1983; 105:1028–1031.

38. Wojciechowski M, Grycuk T, Antosiewicz JM, Lesyng B. Biophys. J. 2003; 84:750–756.
[PubMed: 12547759]

39. George P, Witonsky RJ, Trachtman M, Wu C, Dorwart W, Richman L, Richman W, Shurayh F,
Lentz B. Biochim. Biophys. Acta, Bioenerg. 1970; 223:1–15.

40. Li JB, Zhu TH, Hawkins GD, Winget P, Liotard DA, Cramer CJ, Truhlar DG. Theor. Chem. Acc.
1999; 103:9–63.

41. Marcus Y. J. Chem. Soc.-Faraday Trans. 1991; 87:2995–2999.

Steinbrecher et al. Page 9

J Chem Theory Comput. Author manuscript; available in PMC 2013 November 13.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



Figure 1.
Chemical structures of the neutral forms of the phosphoric acid ester test molecules used in
the current study.
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Figure 2.
Pearson cycle used for the refinement of parameters for the test molecules. Here the
numbers refer to energies of the Pearson cycle. Red text indicates the corresponding
molecular process. The energies are given as: (1) the gas phase basicity, (2) the energy that
arises from changing units to the units of liquid state measurements, (3) and (4) are the
polarization energies, (5) and (6) are the solvation free energies, (7) is the proton hydration
free energy, and (8) is the free energy due to the experimental pKa.
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Figure 3.
Shown are the solvation free energies (computed with thermodynamic integration and the
FF99SB force field of AMBER) for the neutral test molecules as a function of radius
increase of the phosphate oxygen atoms. This plot also includes trimethyl phosphate as the
one related neutral compound that is stable in water. The vertical black line indicates the
oxygen radius increase at which the solvation free energy of trimethyl phosphate reaches the
experimental target value. From this, a very small radius increase of 0.006 Å was
determined.

Steinbrecher et al. Page 12

J Chem Theory Comput. Author manuscript; available in PMC 2013 November 13.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



Figure 4.
Solvation free energies (computed with thermodynamic integration and the FF99SB force
field of AMBER) for the charged test molecules as a function of radius increase of the
phosphate oxygen atoms. The target value for the test molecules are indicated by arrows. All
plotted lines represent second order polynomial fits to the data point. Left: The solvation
free energies for the singly charged test molecules. Right: Solvation free energies from
simulations for the doubly negatively charged molecules, using the target values from 3 for
the singly deprotonated compounds.

Steinbrecher et al. Page 13

J Chem Theory Comput. Author manuscript; available in PMC 2013 November 13.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text

Steinbrecher et al. Page 14

Table 1

Phosphate oxygen radii used in the molecular dynamics simulations. A deprotonated phosphate oxygen is
labelled ‘OP’, a protonated oxygen ‘OQ’ and a bridging one ‘OR’. The Lennard Jones well depth εLJ is given
in kcal/mol, the radii are given in Angstrom (Å). The original radii rorig. were taken from the AMBER
FF99SB forcefield and ropt gives modified radii for the mono-anions that match experimental data. No
consistent radii set for dianions could be determined, see text for the optimized radii suggested for each
individual species of dianion.

radius ε LJ rorig. ropt

r(OP) 0.2100 1.6612 1.7493

r(OQ) 0.2100 1.7210 1.8091

r(OR) 0.1700 1.6837 1.7718
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Table 4

Free energies for the anion/dianion Pearson cycle (eg. ). All energy units are given in kcal/
mol. See 2 and the caption to 3 for a description of the various terms in the free energy cycle.

Energy Phosphate Methyl Phosphate p-Tolyl Phosphate

1 451.2 447.5 429.4

3 8.7 8.1 9.6

5 -82.9 -90.0 -83.8

7 -252.5 -252.5 -252.5

8 9.334 8.634 8.038

4 8.6 11.0 21.8

6 -272.4 -279.3 -264.8
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Table 6

Comparison of Solvation free energies (in kcal/mol) from experiment, quantum mechanical calculations, and
MD simulations reported here. All values are in kcal/mol. For the quantum mechanical calculations,
Gaussian03 values using B3LYP, a aug-cc-pVTZ basis set and PCM solvation model are reported. The TI
results differ from the target values in 3 and 4 because they include the polarization correction term to be
comparable to experiment and QM results.

Phosphate Experiment QM TI

PO4
3− -660.941/-63739 -495.3 -632.3

HPO4
2− -29939 -232.9 -263.7

H2PO4
− -111.141/-6840/-7639 -71.5 -75.3

H 3 PO 4 -2639 -22.3 -8.3
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