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Risk reclassification methods have become popular in the medical literature as a means of comparing risk

prediction models. In this issue of the Journal, Pencina et al. (Am J Epidemiol. 2012;176(6):492–494) present
further results for continuous measures of model discrimination and describe their characteristics in nested

models with normally distributed variables. Measures include the change in the area under the receiver operat-

ing characteristic curve, the integrated discrimination improvement, and the continuous net reclassification im-

provement. Although theoretically interesting, these continuous measures may not be the most appropriate to

assess clinical utility. The continuous net reclassification improvement, in particular, is a measure of effect rather

than model improvement and can sometimes exhibit erratic behavior, as illustrated in 2 examples. Caution is

needed before using this as a measure of improvement. Further, the test of the continuous net reclassification

improvement and that for the integrated discrimination improvement are similar to the likelihood ratio test in

nested models and may be overinterpreted. Reclassification in risk strata, while requiring thresholds, may be

more relevant clinically with its ability to examine potential changes in treatment decisions.

calibration; discrimination; model fit; risk prediction

Abbreviations: AUC, area under the receiver operating characteristic curve; BMI, body mass index; CI, confidence interval; IDI,

integrated discrimination improvement; NRI, net reclassification improvement; NRI(>0), continuous net reclassification

improvement.

After the introduction of clinical reclassification in risk
strata (1), Pencina et al. presented the net reclassification
improvement (NRI) as a measure of reclassification condi-
tional on case-control status (2). They also presented the
integrated discrimination improvement (IDI) and subse-
quently the continuous NRI (NRI(>0)) and discussed how
these methods can be applied to survival data (3). They have
continued their interesting work in the current article (4),
focusing on continuous measures that do not require pre-
specified categories of predicted risk and that are thus less
arbitrary. What they add to the existing panoply of mea-
sures of fit, however, remains unclear.
Pencina et al. have shown that the change in the area

under the receiver operating characteristic curve (AUC) and
the NRI(>0) are related (3, 4). Both of these measures
examine the rank order of probabilities among cases and
controls in one model versus another. Absolute differences

in estimated risk, however, cannot be determined from
simple rankings. In a typical population with a majority at
low risk, changes in rank may not lead to meaningful dif-
ferences. Changes are more meaningful if they are large or
they occur among those of at least moderate risk. They are
clinically important if they are enough to change treatment
decisions.
In the current article by Pencina et al. (4), the authors

derived results for a situation in which the predictors have
normal distributions, providing a useful reference. In the
simple case of a single normally distributed variable, the
continuous measures reduce to functions of the Mahalano-
bis distance between cases and controls. Pencina et al. dis-
covered the surprising fact that NRI(>0) was not a function
of the strength of other variables in the model if the vari-
ables were independent. It is essentially a measure of effect
rather than a measure of model improvement. At least
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when adding a single normal variable, it contains the same
information as the odds ratio. What it adds to standard mea-
sures, at least in this simple setting, is not clear.

In contrast to the NRI(>0), the change in the AUC is
dependent on the strength of the reference model and is
thus a measure of actual improvement. The IDI, while also
a function of the Mahalanobis distances, is dependent on
the prevalence of disease. Under relatively strong assump-
tions, the relative IDI can be compared to 1/p, where p is
the number of predictors already in the model, representing
the average effect of the other variables. This relative
measure thus compares a new marker with the other vari-
ables in the model. Whether the new marker adds informa-
tion in an absolute sense that is clinically meaningful still
cannot be determined.

Although these results are theoretically interesting, how
the methods work in practice is illustrative. An interesting
anomaly occurs in data on diabetes as a predictor of cardio-
vascular disease in the Women’s Health Study, similar to
that previously described for hemoglobin A1c (5). To sim-
plify, consider first a single predictor Z that is a composite
of traditional cardiovascular risk factors, namely age, smok-
ing, systolic blood pressure, and total and high density
lipoprotein cholesterol levels standardized to a mean of
0 and a standard deviation of 1. Its hazard ratio for incident
cardiovascular disease is 2.90 per each standard-deviation
unit (95% confidence interval (CI): 2.69, 3.13) in Women’s
Health Study data.

When a binary predictor for history of diabetes is added
to the model, both variables are highly predictive. The
hazard ratio for Z is now 2.66 (95% CI: 2.47, 2.88) and
that for diabetes is 3.62 (95% CI: 2.96, 4.42). The diffe-
rence in the AUC is 0.015 (P < 0.0001), and the IDI is
0.014 (95% CI: 0.013, 0.016; P < 0.0001), with a large rel-
ative IDI of 0.401 (Table 1). When risk is stratified into 3
categories with cut points of 5% and 20% 10-year risk, the
reclassification measures support a strong effect (Table 2).
The categorical NRI is 0.086 (95% CI: 0.049, 0.123; P <
0.0001), and the reclassification calibration (RC) statistics
suggest that the model with diabetes fits the observed prob-
abilities more closely. After adjustment for optimism with
bootstrapping, the NRI is 0.082 (95% CI: 0.039, 0.125;
P = 0.0002), and the RC statistics are 133.9 and 13.5. All
of these measures are highly statistically significant and
support a strong positive effect of diabetes on cardiovascu-
lar disease.

In contrast, the NRI(>0) is negative, equal to −0.236
(95% CI: −0.308, −0.165; P < 0.0001), implying a worsen-
ing rather than an improvement in fit. More individuals
move in the wrong direction, particularly cases, because the
relative improvement for cases is −0.528 and that for
noncases is 0.292, both of which are highly significant.
When residuals for diabetes independent of Z are computed
using binary regression, the hazard ratios become 2.74
(95% CI: 2.54, 2.96) for Z and 1.23 (95% CI: 1.19, 1.27)
for residual diabetes. However, the predicted values from
the model with residuals are identical to those using diabe-
tes itself, so all measures of fit stay the same, indicating
that the anomaly is not due to the correlation of Z and
diabetes. Ta
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The problem is that counterintuitively, there are more
cases among people without diabetes than among those
with because nondiabetic participants comprise the majori-
ty of the cohort. Estimated risk increases among virtually
all diabetic participants and generally decreases slightly
among nondiabetic participants. As the persons without di-
abetes move slightly down in risk, their cases move down
too, leading to more nondiabetic cases moving down than
up. The change in risk estimates for diabetic participants,
however, is much larger. The average change in estimated
risk among the diabetic subjects is 0.092, whereas that
among the nondiabetic subjects is −0.003. This illustrates
the problem with relying on ranks without regard to the
size of the changes in the probabilities themselves. The
new model may look worse because more are moving in
the wrong direction, but the correct changes are larger and
the incorrect changes are much smaller.
Another example using body mass index (BMI, mea-

sured as weight in kilograms divided by height in meters
squared) shows that a null result can have a positive NRI
(>0). When BMI is normalized using the log transform and
added to a model with the same variable Z, its hazard ratio
is 1.05 per each standard-deviation unit (95% CI: 0.98,
1.13; P = 0.17). As with other Women’s Health Study data
(6), BMI is no longer predictive given the traditional risk
factors. The same is true using residuals of log BMI, re-
gressing out Z; the hazard ratio remains 1.05 (95% CI:
0.98, 1.12; P = 0.17), whereas that for Z increases from
2.88 to 2.92. This example thus follows the assumptions of
Pencina et al. regarding normality and lack of correlation.
The change in AUC, the IDI, and the categorical reclassi-

fication measures all show no improvement in prediction
when adding BMI (Tables 1 and 2). The NRI(>0), however,
is strongly positive at 0.157 (95% CI: 0.074, 0.240;
P = 0.0002). Although this would be considered a “weak”
improvement by Pencina et al., it is of size comparable to
that of total and high density lipoprotein cholesterol and
C-reactive protein and stronger than that for family history of
myocardial infarction (5). Only 39% of cases move up com-
pared with 31% of noncases, leading to the NRI(>0) of
15.7%. Although this suggests a large improvement, the
actual change in risk estimates is very small, only −0.0005
in cases and −0.0003 in noncases, leading to the small and
nonsignificant IDI. Even though one could require the test of
association to be significant before examining model im-
provement, this example suggests that the NRI(>0) may give
unusual results even in such conditional analyses. Results
for diabetes and BMI seen here may seem like anomalies;

however, these situations seem to occur relatively frequently
in practice.
Although Pencina et al. (4) focus on effect size, it is

useful to also consider power. The NRI(>0) is much more
likely to be statistically significant than is the categorical
NRI. Cook and Paynter examined the power for tests of
various measures when adding a single predictor variable
to a logistic model using similar assumptions regarding
normality (5, 7). The power for the likelihood ratio test, the
IDI, and the NRI(>0) are virtually the same. They are basi-
cally different versions of the same test, as they test the
same hypothesis, using difference in R2 versus likelihood
ratio test, difference in predicted risk using means versus
using ranks. The test for the continuous reclassification im-
provement among cases or controls separately is simply a
sign test, and the NRI(>0) is a combination of these (5). If
one test (8) is all we want, then we could stop at the likeli-
hood ratio test. Power for the categorical NRI and reclassi-
fication calibration test are lower (7). The reclassification
tests essentially raise the bar higher. Not only do the new
markers need to be predictive, but enough people also need
to cross important thresholds to matter.
Continuous measures such as those proposed may not be

necessary in the simple situation with a normal independent
biomarker. If we can estimate an odds ratio or relative risk,
do we need the NRI(>0), especially if it performs like
another measure of effect size? Likewise, if we can estimate
a difference in model R2 measures, do we need the IDI?
These new measures have promise, however, in situations
that are more complex. If the continuous NRI can summa-
rize the predictive power in a group of variables of all
types and distributions and if it remains interpretable as an
analog of the odds ratio, then perhaps it could be useful as
an overall summary of effect size, although not model im-
provement. More needs to be discovered about its proper-
ties in other situations with nonnormal data, including
binary variables, groups of variables, and correlated vari-
ables. Because it is based on predicted values, the IDI can
be generalized to any model, whether linear function, tree,
or neural net and whether or not a formal likelihood can be
defined. More work on how the measures perform in these
general situations is needed.
On the other hand, none of these continuous measures

may be appropriate to assess clinical utility. Although they
may have limitations, the reason that reclassification tables
and the NRI have “taken off like wildfire” (9, p. 1107) is
that clinicians find them useful. Clinicians treat patients,
and risk stratification helps them by suggesting courses of

Table 2. Categoricala Measures of Improvement in Predicting Risk of Cardiovascular Disease for Variables Added to the Model With

Traditional Risk Factors, Women’s Health Study (n = 24,551)

Variable
Reclassification Calibration Chi-Square

NRI P Value
Reclassification Improvement

Without Variable P Value With Variable P Value Cases P Value Noncases P Value

Diabetes 152.0 <0.0001 16.8 0.005 0.086 <0.0001 0.073 <0.0001 0.013 <0.0001

Log BMI 5.2 0.16 5.2 0.16 −0.0014 0.83 −0.0037 0.56 0.0023 0.0002

Abbreviations: BMI, body mass index; NRI, net reclassification improvement.
a Categories of 10-year risk of cardiovascular disease with cut points of 5% and 20%.
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action (10). When proposed in 2006 for cardiovascular
disease prevention (11), clinical reclassification was the
focus. By using risk strata, the reclassification table focuses
on ranges of risk with clinical meaning. Guidelines for
therapies in many other fields, including oncology and in-
fectious disease (12–15), are similarly based on the abso-
lute risk of disease with associated cut points for risk. It
thus makes sense to consider whether individuals would
cross established thresholds and be assigned different thera-
peutic regimens. The reclassification table directly shows
how treatment decisions might change with a different
model or a new test and bridges the gap from model to
clinical usefulness.

A drawback of the categorical measures is that they can
be arbitrary if not based on prespecified cut points. In the
absence of clinical guidelines, such thresholds can be
derived using relative costs (16). Cook and Paynter suggest-
ed using the population incidence or prevalence as a default
threshold when no information was available, with additional
cut points at half and twice this proportion (7). Mealiffe
et al., however, found that the NRI is only weakly dependent
on the placement of cut points (17). Whether to use 3 or 4
categories is also open for debate. Although some advocate
3 categories to correspond to 2 thresholds for lifestyle or
medical interventions (3), 4 narrower categories are more
amenable to calibration. Using 4 categories would also allow
areas of uncertainty on either side of a central threshold and
would highlight changes in treatment strategies among those
in a gray area. Often, however, the definition of clinical
utility must depend on the specific application under consid-
eration. Because standards of practice have not been estab-
lished, researchers must at minimum clearly describe the
criteria they use and justify their choice of any cut points
used when no established thresholds exist.

The categorical NRI has become popular in the medical
literature, and the NRI(>0) is now starting to be embraced
by the clinical community, perhaps because it is more likely
to show a large improvement. In general, the NRI(>0) is
much larger and more often statistically significant than the
categorical NRI, and it may be overinterpreted. As Pencina
et al. (4) show, however, the NRI(>0) is not a measure of
improvement but of association. Its behavior can also some-
times be erratic, as seen in the examples above. Clearly,
caution is needed along with more clarity regarding the per-
formance and interpretation of these measures.
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