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Abstract
An understanding of molecular interactions is essential for insight into biological systems at the
molecular scale. Among the various components of molecular interactions, electrostatics are of
special importance because of their long-range nature and their influence on polar or charged
molecules, including water, aqueous ions, proteins, nucleic acids, carbohydrates, and membrane
lipids. In particular, robust models of electrostatic interactions are essential for understanding the
solvation properties of biomolecules and the effects of solvation upon biomolecular folding,
binding, enzyme catalysis, and dynamics. Electrostatics, therefore, are of central importance to
understanding biomolecular structure and modeling interactions within and among biological
molecules. This review discusses the solvation of biomolecules with a computational biophysics
view towards describing the phenomenon. While our main focus lies on the computational aspect
of the models, we provide an overview of the basic elements of biomolecular solvation (e.g.,
solvent structure, polarization, ion binding, and nonpolar behavior) in order to provide a
background to understand the different types of solvation models.

Introduction and overview
An understanding of molecular interactions is essential for insight into biological systems at
the molecular scale (Baker, 2005a; Baker,2005b; Baker et al., 2006; Baker, 2004; Davis &
McCammon, 1990; Dong et al., 2008; Draper et al., 2005; Feig & Brooks, 2004; Feig et al.,
2008; Fogolari et al. 2008, 2002; Gilson & Honig, 1987; Honig & Nicholls, 1995;
McLaughlin, 1989; Prabhu & Sharp, 2006; Schutz & Warshel, 2001; Sheinerman et al.,
2000; Simonson, 2001; Simonson, 2003; Warshel & Papazyan, 1998). Molecular
interactions determine the structure, dynamics, and binding of biomolecules, and therefore
play a central role in how cells develop, operate, communicate, and control their activities.
Such interactions include several components (Leach, 2001; Schlick, 2002): contributions
from linear, angular, and torsional forces in covalent bonds; and non-bonded van der Waals
and electrostatic forces (Stone, 1996). Among the various components of molecular
interactions, electrostatics are of special importance because of their long-range nature and
their influence on polar or charged molecules, including water, aqueous ions, proteins,
nucleic acids, carbohydrates, and membrane lipids. In particular, robust models of
electrostatic interactions are essential to understand the solvation properties of biomolecules
and the effects of solvation upon biomolecular folding, binding, enzyme catalysis, and
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dynamics. Therefore, electrostatics are of central importance to understanding biomolecular
structure and modeling interactions within and among biological molecules.

This paper discusses the solvation of biomolecules, and focuses on electrostatics from a
computational perspective. We provide a brief overview of various biomolecular solvation
models based on their level of detail. Advantages and caveats of different solvation models
are discussed. Nonpolar contributions to the solvation are also considered for the models.
While our main focus lies on the computational aspect of the models, we summarize the
basic elements of biomolecular solvation (e.g., solvent structure, polarization, ion binding,
and nonpolar behavior) in order to provide a background to understand the solvation models.
Examples such as titration state prediction and biomolecular recognition are provided to
exhibit the application of the solvation models. This review concludes with a short
summary, and the directions of future research are stated as concluding remarks.

Characteristics of biomolecular solvation by water
Water solvation influences all aspects of biology, ranging from cellular function (Parsegian
& Rau, 1984) to biomolecular interactions (Auffinger & Hashem, 2007; Prabhu & Sharp,
2006), to biopolymer stability (Ben-Naim, 1997) and the solvation of simple solutes (Dill et
al., 2005). In general, an interaction between solute and solvent is of great importance to
understand the solvation. For biomolecular solvation where water is a major solvent, water
is not only a passive medium but also actively exhibits unique nature that greatly influences
the solvation of biomolecules. To understand this ubiquitous role of water, it is important to
appreciate some of its most basic properties.

Solvent and ion interactions influence nearly all aspects of biomolecular structure and
function. As a result, it is impossible to provide a comprehensive review of biomolecular
solvation. Instead, we focus on those aspects of solvation most amenable to computational
treatment. While this discussion includes acid/base chemistry and biomolecular titration
state prediction, it exclude several other interesting areas including the role of solvent and
ions in catalysis (Bombarda & Ullmann, 2010; Di Cera, 2006; Garcia-Viloca et al., 2004;
Martick et al., 2008; Niu et al., 2009; Page et al., 2006; Rhodes et al., 2006; Warshel &
Dryga, 2011; Wells & Di Cera, 1992), spectroscopic probes of biomolecular electrostatics
(Ensign & Webb, 2011; Hu & Webb, 2000; Stafford et al., 2000; Webb et al., 2011), solvent
influences on biomolecular dynamics and flexibility (Bone, 2008; Fenimore et al., 2004;
Lubchenko et al., 2005; Lucent et al., 2007), and cosolute influences on biomolecular
stability (Drozdov et al., 2004; England et al., 2008; Harries & Rosgen, 2008; Rösgen et al.,
2007; Rösgen et al., 2005; Tran et al., 2008).

Water structure
Water is a unique, small molecule with all three constituent atoms capable of forming
hydrogen bonds. As a result, water molecules can cluster together in various arrangements,
driven by their cooperative tendency to maximize the number of hydrogen bonds formed.
Ab initio calculations suggest that a water hexamer (H2O)6 has several stable configurations
of comparable energies that include cage, cyclic, chair, boat, and prismatic conformations
(Moore Plummer & Chen, 1987; Xantheas et al., 2002; Xantheas & Dunning, 1994).
Neutron and x-ray scattering have been used to characterize the average structure of bulk
water. The radial distribution functions of OO, OH, and HH derived from these
measurements provide valuable insight into local water structures (Root et al., 1986; Soper,
2000; Soper & Phillips, 1986; Sorenson et al., 2000). As an illustration, Figure 1 shows the
oxygen radial distribution function or RDF around K+, denoting that the first peak of
oxygen RDF around K+ is at an average separation of ~2.8 Å between the closest water pair.
The first peak extends to a minimum at ~3.3 Å, indicating approximately 4.5 water
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molecules in the nearest coordination shell. The local structure of water has been
rationalized as a “dynamic” mixture of two states: one corresponds to a rigid ice-like
structure, Ice Ih, a hexagonal crystal form of ordinary ice (Fletcher, 1970) with four nearest
neighbors at 2.8 Å; another corresponds to a denser ice-like structure, Ice II, a rhombohedral
crystalline form with four water molecules at 2.8 Å plus another at 3.3 Å. Data from
isochoric temperature differential experiments near the maximum-density-temperature peak,
where the same densities can be achieved at two nearby temperatures, support the two-state
theory (Bosio et al., 1983; Robinson et al., 1999; Sciortino et al., 1990). Within this
framework, properties such as the anomalous temperature dependence of the density can be
interpreted as the dynamic competition between the two types of hydrogen-bonding
networks in response to changes in temperature (Schmid et al., 2001).

Bulk water polarization
One of the fundamental properties of water is its role as an excellent solvent for polar
molecules. Some aspects of this favorable polar molecular solvation can be understood from
the very macroscopic continuum perspective of water bulk polarization. Water molecules
have a dipole moment that varies between 1.8 Debye (D) in vacuum (Clough et al., 1973) to
estimates of nearly 3 D in bulk water (Ren & Ponder, 2003; Silvestrelli & Parrinello, 1999).
In a liquid environment, the molecular dipole moment of water will reorient in response to
the application of an external field or the introduction of a solute charge distribution. The
resulting reorientation creates a polarization (or dipole) density or so-called “dielectric
response” (Bottcher, 1952; Hansen & McDonald, 2000; Jackson, 1975) (see Figure 1 and
Figure 2). From the perspective of continuum electrostatics, this dielectric behavior is
modeled as a linear relationship between the local field and electric displacement field
because of local polarization—the coefficient of this relationship is the “dielectric
coefficient,” or permittivity. Dielectric coefficients of pure solvent depend on a variety of
molecular properties of the solvent, including structure, density, permanent charge
distribution, and molecular polarizability. Dielectric coefficients range from values as small
as 1 for a vacuum, to values of 2–4 for nonpolar solvents (alkanes), 10–20 for weakly polar
molecules such as ammonia and ethanol, to approximately 80 for water at room temperature,
and even larger values for some polar liquids such as formamide (105).

Electronic and nuclear water polarization
In addition to the bulk polarization of solvent, the charge distributions of solvent and solute
molecules interact via mutual polarization; i.e., the reorganization of their electronic charge
distributions. The reorganization of electrons is much faster than the overall reorientation
and redistribution of solvent molecules (Nicol, 1974). It has been estimated that electronic
solvation (as opposed to reorganization solvation) could account for as much as half of the
overall electrostatic solvation free energy (Cukier & Zhang, 1997). Processes such as
photoexcitation and electron and proton transfers occur on timescales between or close to
those of electronic and nuclear responses (Cramer & Truhlar, 2001). Theoretical frameworks
have been devised to separate the solvent electronic and nuclear response either
adiabatically or nonadiabatically (Marcus & Sutin, 1985; Moser et al., 1992). In theoretical
studies, continuum or molecular mechanics solvent often supplements quantum mechanical
treatment of the solutes (reactants).

Nonpolar solvation by water
Another important aspect of solvation involves the mechanism of solvent interactions with
uncharged solutes. This type of solvation phenomenon has many names including
hydrophobic, apolar, and nonpolar; we refer to it as nonpolar solvation in this review.
Nonpolar solvation has been extensively studied and modeled and there are many good
references available for interested readers to explore, the following citations are only a few
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(Ben-Naim, 2006; Hummer et al.; Pratt, 2002; Pratt & Chandler; Pratt & Pohorille, 2002).
This section focuses on the basic properties of nonpolar solvation important for the general
aspects of biomolecule-solvent interactions.

Water’s small size and flexibility in forming infinite hydrogen-bonding networks around
solutes contribute to the hydrophobic effect that is widely appreciated in biology. Nuclear
magnetic resonance (NMR) (Mizuno et al., 1995), liquid chromatography (HPLC)
(Silveston & Kronberg, 1989), and neutron scattering (Soper, 2000; Soper & Phillips, 1986)
experiments suggested that water structure is different around a hydrophobic solute. Atomic
and Monte Carlo simulations also support such structural change in water molecules,
depending on surrounding environment (Lynden-Bell & Rasaiah, 1997; Madan & Sharp,
1996). Efforts to understand hydration based on water structure and entropy changes date
back several decades (Frank & Evans, 1945). Sophisticated theories have been evolved to
delineate the entropy and enthalpy contributions to solvation, the influence of dispersion and
electrostatics, the effect of solute-length scale, temperatures and other external factors to
understand solvation phenomenon (Chandler, 2005; Garde et al., 1996; Hummer et al., 2000;
Schmid et al., 2001). Advancements in molecular simulations have and will continue to help
further our understanding of the role of solvation in biomolecular structure and dynamics.

Pioneering work by Pratt and Chandler (Pratt, 2002; Pratt & Chandler, 1977; Pratt &
Chandler, 1980; Pratt & Pohorille, 1992; Pratt & Pohorille, 2002) identified some of the
fundamental determinants of nonpolar solvation. Not surprisingly, a major contribution to
the energetics of solvating an uncharged molecule is the energy required to create a cavity in
the solvent. This cavity-creation term describes the work involved with accommodating
within the solvent: purely strong solute-solvent repulsive interactions. Later work by
Hummer et al. (Hummer et al., 1996) translated this model in an information theory context
by noting that the energetics of cavity creation are intrinsically encoded in the density
fluctuations of the solvent. The energetics of cavity creation in water is strongly dependent
on both the size and the shape of the nonpolar solute with a crossover in energetics and
solvent density near the solute interface when the solute size approaches nanometer-length
scales (Ashbaugh, 2009; Ashbaugh & Pratt, 2006; Ben-Amotz, 2005; Berne et al.,2009;
Choudhury & Pettitt, 2007; Ewell et al., 2008; Hummer & Garde, 1998; Li et al., 2006; Lum
et al., 1999; MacCallum et al., 2007; Rajamani et al., 2005). Another important aspect of
nonpolar solvation is the attractive nature between the solute and the solvent. For nonpolar
solvation, these attractive interactions are (by definition) not because of the electrostatics of
static charge distributions on the solute and solvent, but are generally associated with weak
dispersion interactions between solvent and solute originated from the fluctuation of induced
dipoles within solvent and solute molecules (Boström & Ninham, 2005; Curutchet et al.,
2006; Floris & Tomasi, 1989; Floris et al., 1991; Gallicchio et al., 2000; Levy et al., 2003;
Pratt & Chandler, 1980). If sufficiently weak, such attractive nonpolar interactions are
generally assumed not to affect the density of solvent around the solute but instead simply
change the energetics of solvation for a solvent density distribution determined by repulsive
solvent-solute interactions. Note that nonpolar solvation cannot be easily decoupled from the
polar solvation process: strong attractive solute-solvent interactions can significantly affect
local solvent densities and change the nonpolar properties of the solvation process
(Dzubiella & Hansen, 2004; Dzubiella et al., 2006a; Dzubiella et al., 2006b). Therefore,
while the decomposition of solute-solvent interactions into polar and nonpolar components
is a useful conceptual device, the actual solvation process is much more complicated
(Cramer & Truhlar, 2008; Cramer & Truhlar, 1999).

Many biological phenomena are associated with nonpolar solvation, ranging from protein
folding to protein-protein to the fundamental structure and energetics of lipid bilayers and
assemblies (Thirumalai & Hyeon, 2005; Yeagle, 2004; Zhou et al., 2004). A full discussion
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of the influence of nonpolar solvation on the numerous aspects of biomolecular structure,
function, and energetics would fill several reviews. Therefore, interested readers are referred
to the excellent discussion of the topic provided by Pratt and Pohorille (Pratt & Pohorille,
2002).

Site-specific binding and recognition
The discussion above has largely focused on the bulk properties of solvent and its non-
specific interaction with solutes. However, a solvent such as water can also play a ligand-
like role and interact with solutes in a decidedly non-bulk and site-specific manner. Perhaps
the most familiar example of such site-bound solvent molecules are the crystallographic
waters present at the surface (Kuhn et al., 1992; Merzel & Smith, 2002; Smolin & Winter,
2004) and in cavities (Damjanović et al., 2005; Damjanovic et al., 2005; Damjanović et al.,
2007; Imai et al., 2005; Imai et al., 2007a) of many higher-resolution x-ray structures. While
the physical and functional properties of such waters can be a subject of debate (Nayal & Di
Cera, 1996), they are illustrative of the ways in which water can play structural as well as
bulk roles in biomolecules. Nucleic acids provide another good illustration of how water can
interact with biomolecular surfaces in a non-bulk-like and often sequence-specific manner
(Arai et al., 2005; Auffinger & Hashem, 2007; Auffinger & Westhof, 2000a; Auffinger &
Westhof, 2000b; Auffinger & Westhof, 2001; Bastos et al., 2004; Bonvin et al., 1998;
Fuxreiter et al., 2005; Mikulecky & Feig, 2006; Rhodes et al., 2006; Yonetani et al., 2008),
such as the zig-zag spine of hydration in the minor grove of B-DNA (Drew et al., 1982).
Structurally or specifically bound water can also play an important role in protein structure
and function, including allosteric regulation (Bone, 2006; Guinto & Di Cera, 1996; Krem &
Di Cera, 1998; Royer et al., 1996) and stability/flexibility (Fischer & Verma, 1999). Finally,
water can play a very important role in molecular recognition; ranging from the binding of
small molecules and peptides (Barillari et al., 2007; Hamelberg & McCammon, 2004; Kuhn
et al., 1992; Petrone & Garcia, 2004; Samsonov et al., 2008; Thilagavathi & Mancera, 2010;
van Dijk & Bonvin, 2006; Villacanas et al., 2009), to protein-protein complexes (Ikura et al.,
2004), to protein-nucleic acid binding (Billeter, 1996; Fried et al., 2002; LiCata & Allewell,
1997), and water itself in the form of ice-binding and anti-freeze proteins (Doxey et al.,
2006; Jorov et al., 2004; Liu et al., 2005; Yang & Sharp, 2004). Such specific characteristics
of the solvent obviously need detailed molecular descriptions of the solvent, as described
later in this review.

Modeling ionic solutions
Ions play an essential role in biomolecular solvation and have a dramatic influence on the
stability and function of a wide range of protein (Arakawa & Timasheff, 1984; Baldwin,
1996; Boström et al., 2005b; Boström et al., 2003a; Chen et al., 2007b; Friedman, 2000;
Lund et al., 2008a; Ninham & Yaminsky, 1997; Pegram & Record, 2008; Shimizu et al.,
2006; Vrbka et al., 2006), membrane (Aroti et al., 2007; Aroti et al., 2004; Berkowitz &
Vácha, 2000; Boström et al., 2003b; Chen et al., 2007b; Clarke & Lüpfert, 1999; Gurau et
al., 2004; Petrache et al., 2006; Sachs & Woolf, 2003), and nucleic acid structures
(Anderson & Record, 1990; Anderson & Record, 1995; Auffinger & Hashem, 2007; Ballin
et al., 2004; Chen et al., 2009a; Chen et al., 2009b; Draper, 2008; Draper et al., 2005;
García-García & Draper, 2003; Gavryushov, 2009; Grilley et al., 2007; Grilley et al., 2006;
Leipply & Draper, 2000; Misra & Draper, 2000; Misra & Draper, 2001; Ni et al., 1999;
Olmsted et al., 1991; Record et al., 1978; Record et al., 1995; Tikhomirova & Chalikian,
2004). Several excellent reviews have been written on this subject (Anderson & Record,
1990; Anderson & Record, 1995; Draper, 2008; Draper et al., 2005; Ni et al., 1999; Record
et al., 1978); we provide only a broad overview here.
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Non-specific screening
One of the simplest aspects of ionic behavior is the non-specific “mean field” screening
embodied in Debye-Hückel or Poisson-Boltzmann treatments of ionic solutions (Baker,
2004; Gilson & Honig, 1988; Grochowski & Trylska, 2008; Lamm, 2003; Lamm & Pack,
2010). Such treatments assume ideal ion behavior where each ion experiences the average
influence of its surrounding ionic environment. Therefore, this “mean field” assumption
implies no ion-ion correlations or fluctuations, effects that have been shown to be important
in systems with high ion charge density (Angelini et al., 2006; Angelini et al., 2003; Ben-
Yaakov et al., 2009; Ben-Yaakov et al., 2011; Butler et al., 2003; Holm et al., 2001; Jho et
al., 2008; Kanduč et al., 2008; Podgornik & Dobnikar, 2001; Todd et al., 2008; Todd & Rau,
2008), as discussed later in this review. Additionally, these models assume no specific ion-
ion, ion-solvent or ion-solute interactions; with a few exceptions (Baer & Mundy, 2011;
Boström & Ninham, 2004; Boström et al., 2003; Jancovici, 2006; Parsons et al., 2011), ions
are typically treated as inert hard spheres with generic solute interactions based only on
charge and steric repulsion. While the assumption of ideality makes such theories very
convenient to implement and use, such assumptions are rarely valid in actual biomolecular
systems (Anderson & Record, 1995; Collins, 1995; Marcus, 2006; Overman & Lohman,
1994; Record et al., 1978). Nevertheless, these models are very popular and have been
successfully used to describe some aspects of ionic effects on biomolecular systems—
particularly in highly dilute and low-charge density settings.

Site-specific binding
Unlike the non-specific aspects of ionic behavior discussed above, many ions interact with
protein and nucleic acids in a site-specific manner. About one third of all proteins contain
metal ions as integral components (Chaturvedi & Shrivastava, 2005; Waldron & Robinson,
2009). These metalloproteins—as well as other proteins that transiently bind ions—
recognize and associate with only specific types of ions. This specificity allows them to
discriminate and bind particular ion species, even in a solution of other ions of similar
properties (e.g., charge and size). Specific interactions between ions and biomolecules can
be critical for maintaining structure and are often directly involved in function as well. There
are several examples where specific ion binding plays a key role in biomolecular structure.
These include RNA tertiary structure stability (Adams et al., 2004; Auffinger & Hashem,
2007; Cate et al., 1996; Conn et al., 2002; Draper; Draper et al.; Grilley et al.; Leipply &
Draper) as well as several protein assembly and stability examples (Calimet & Simonson,
2006; Ding & Dokholyan, 2008; Li et al., 2008; Wong & Pollack, 2010). Additionally, the
functions of many proteins are affected by specific ion binding. For example, thrombin, a
key enzyme in blood coagulation, is allosterically activated by Na+ (Guinto & Di Cera,
1996; Wells & Di Cera); the NikR DNA binding protein is activated by Ni2+ binding
(Benanti & Chivers, 2007; Bradley et al., 2008; Carrington et al., 2003; Chivers & Sauer,
2000); and calmodulin undergoes significant conformational transitions in response to
calcium binding (Bertini et al., 2004; Evans et al., 2011; Mori et al., 2004). Many other
systems are also regulated by ion binding (Benanti & Chivers; Carrington et al.; Chivers &
Sauer; Gohara & Di Cera; Hedstrom et al.; Niu et al.; Page et al.; Reyes-Caballero et al.;
Shults et al.).

The definition of site-specific binding can be broadened somewhat to also include the
specific recognition and binding of particular ions to more generic structural features of
nucleic acids and lipid bilayers. For example, different species of ions are known to compete
for binding to the DNA minor groove, leading to a preferential accumulation of particular
cation species in this region of DNA molecules (Auffinger & Westhof, 2001; Marincola et
al., 2004; Savelyev & Papoian, 2006; Tikhomirova & Chalikian, 2004). Such specificity is
also observed around other nucleic acid structures, including RNA (Chen et al., 2009a; Chen
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et al., 2009b; Chen & Honig, 1997; García-García & Draper, 2003; Grilley et al., 2007;
Misra & Draper, 1999; Misra & Draper, 2000; Misra & Draper, 2001; Misra & Draper,
2002; Misra et al., 2003; Savelyev & Papoian, 2006; Soto et al., 2007). Ion specificity for
particular regions of nucleic acid and protein structure can also manifest itself in effects on
protein-DNA recognition (Kozlov & Lohman, 1998; Mauro & Koudelka, 2004; Overman &
Lohman, 1994; Record et al., 1978), although such effects can often arise from a wide range
of interaction types (Overman & Lohman, 1994; Record et al., 1978; Record et al., 1995;
Zhang et al., 1999). In a similar manner, the differential interface-perturbing behavior of
monovalent cations on membrane surface properties and membrane curvature is associated
with their different hydration tendencies that will modulate the extent and stability of the
hydrogen-bond network along the charged membrane surface (Kraayenhof, 1996).

Ion-water interactions
Many species-specific ion effects are governed, in part, by ion-water interactions. Studies of
such preferential hydration are far too numerous to include in a single review; indeed, many
excellent manuscripts and texts have been written on the basic physical chemistry of these
interactions (Kielland, 1937; Nightingale; Robinson & Stokes, 2002) as well as their
biophysical implications (Courtenay et al., 2001; Record et al., 1978; Record et al., 1995;
Timasheff, 1998; Timasheff, 2002). Ions are known to significantly perturb the structure of
water (Ansell et al., 2006; Hribar et al., 2002; Zangi et al., 2007) and the strength of their
interaction with water can significantly influence their affinity for interfaces (Collins, 1995;
Pegram & Record, 2006; Pegram & Record, 2007). One of the most famous observations of
this behavior is the Hofmeister effect (Baldwin, 1996; Hofmeister, 1888), which ranks ions
based on their ability to precipitate or destabilize protein structures (Baldwin, 1996; Collins;
Timasheff, 1992), or partition to aqueous interfaces (Chen et al., 2007b; Pegram & Record,
2006; Pegram & Record, 2007; Pegram & Record, 2008). Hofmeister-like behavior also
correlates with specific tendencies to enter the Stern layer and to bind the surface for charge
neutralization. Roughly speaking, the Hofmeister effect can be described as a rank of ions
(given valence) to adsorb in directly proportional to their unhydrated size. Hofmeister
effects are particularly prevalent when local ion concentrations are high and play a role in a
wide range of biological processes, including protein folding (Baldwin, 1996; Timasheff,
1992), protein-DNA interactions (Hong et al., 2004; Kozlov & Lohman, 1998; Shimizu,
2004a; Shimizu, 2004b; Shimizu et al., 2006; Shimizu & Smith, 2004; Timasheff, 2002),
nucleic acid stability (Pegram et al., 2010; Pincus et al., 2008), and biomembrane behavior
(Aroti et al., 2007; Aroti et al., 2004; Boström & Ninham, 2005; Boström et al., 2003b;
Clarke & Lüpfert, 1999; Fukuma et al., 2007; Leontidis et al., 2007; Sachs & Woolf, 2003;
Vácha et al., 2009). While there are a number of theories for the detailed physical basis of
the Hofmeister effect (Baldwin, 1996; Boström & Ninham, 2004; Boström et al., 2003;
Parsegian et al., 2000; Parsons et al., 2011; Parsons et al., 2010; Pegram & Record, 2008;
Shimizu et al., 2006; Tang & Bloomfield, 2002; Zhou, 2005), there is not yet broad
consensus on the best way to model this phenomenon in computational treatments of
biomolecular electrostatics. Perhaps the most straightforward model currently available uses
dispersion effects to reproduce Hofmeister trends in continuum models of ion behavior
(Boström & Ninham, 2004; Boström et al., 2005; Boström et al., 2003; Parsons et al., 2001;
Parsons et al., 2001). While dispersion forces have been implicated in Hofmeister-like
behavior (Boström et al., 2005; Boström & Ninham, 2004; Boström & Ninham, 2005;
Boström et al., 2005; Boström et al., 2003a; Boström et al., 2003b; Gurau et al., 2004;
Ninham & Yaminsky, 1997; Parsons et al., 2011; Parsons et al., 2010), they are unlikely to
be the only contributing interaction (Lund et al., 2008a; Lund et al., 2008b; Shimizu et al.,
2006; Tobias & Hemminger, 2008). Therefore, it is unlikely that any current continuum
solvation model completely describes these types of preferential solvation and Hofmeister
effects.
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Modeling biomolecular charge distributions
Generally, we are interested in the behavior of the solute molecules even though there is a
clear understanding that the role of solvent is indispensable. Here we describe the classical
models for solutes that have been the dominant approaches in modeling and simulations of
macromolecules.

Electric moments and Coulombic interactions
The importance of Coulombic interactions in molecular energies and forces has been
recognized for a long time. Feynman discussed the importance of such interactions in 1939
(Feynman, 1939) while Buckingham (Buckingham, 1967) began his 1967 seminal paper
with the statement, “There is now general agreement that the significant forces between
atoms and molecules have an electric origin.” Quantum mechanical forces that act among
molecules are electrostatic in nature. For example, repulsion results from electron overlap
when atoms approach each other without forming chemical bonds; dispersive attraction can
arise from interactions from instantaneous fluctuation of charge distribution inside
molecules. In classical mechanics, the non-covalent interatomic interactions are partitioned
into electrostatics as described by Coulomb’s law, van der Waals exchange-repulsion and
dispersion, as well as secondary contributions such as induction and charge transfer (Stone,
1996). Although all major contributions need to be represented effectively in modeling
molecular interactions, a consistent and transferable treatment of electrostatic interaction has
been particularly challenging. The key issues include representation of charge distribution,
efficient and accurate description of long-range interactions, and solvent effects.

The first molecular dynamics simulation of water was reported by Rahman and Stillinger in
1971 (Rahman, 1971). Four artificial point charges (± 0.19 e) were placed 1 Å away from
the oxygen atom to model the electrostatic interaction between water molecules. The use of
effective point charges to represent the charge distribution of atoms and molecules greatly
reduces the computational needs for to study large molecules and condensed matters in
comparison to quantum mechanical methods where electrons are considered in detail. The
application of quantum-mechanics-derived point charges to investigate molecular systems
dates back at least to the mid-1960s (Bradley et al., 1964; Kimel, 1964; Lifson, 1968) with
several important later contributions (Allinger, 1976). The electrostatic interaction is
commonly modeled via partial charges located at atomic centers; for example, in the
following force fields: AMBER (Assisted Model Building with Energy Refinement) (Case
et al.; Cornell et al., 1995), MMFF (Merck Molecular Force Field), OPLS (Optimized
Potentials for Liquid Simulations) (Kaminski et al., 2001), CHARMM (Chemistry at
HARvard Macromolecular Mechanics) (MacKerell et al., 1998).

The electrostatic potential energy U for a system of point charges follows Coulomb’s law:

Equation 1

where q denotes the charge value and r is the distance between charge locations. The
electrostatic potential from atomic partial charges can be systematically improved by using a
multipole expansion to describe the charge distribution (Buckingham, 1967). For an
arbitrary charge distribution (e.g., an atom or a molecule) described by charges qi (i=1…n),
the electrostatic potential at a distance R away from the particle is given by the sum:

Equation 2
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where the | | notation refers to Euclidean distance. For a distance R> r, a Cartesian Taylor
expansion of the above equation leads to

Equation 3

a multipole representation where the symbol ∇ denotes the gradient operator. The first term
inside the bracket is the sum of charges of the particle or monopole moment. The dipole

moment of the charge distribution μ is a vector with three components: , where

α = x, y, z. The quadrupole moment tensor ( ) has nine components given by

. A traceless form of the quadrupole tensor ,

instead of the traced one, can be used in Equation 3, along with constant ½ in front of 
replaced by 1/3 (Stone, 1996). A spherical form of multipole expansion can also be obtained
by a spherical harmonic expansion (Bottcher, 1952; Hirschfelder et al., 1954; Kirkwood,
1934; Stone, 1996).

Molecular multipole moments can be more efficient than point charges for modeling
molecular electrostatic interactions, even though the associated energy and derivatives are
more complex. In fact, early simulations of liquid and solid benzene adopted potentials that
included a point quadrupole at the center of the benzene molecule (Claessens et al., 1983;
Jorgensen & Swenson, 1985; Linse, 1984). It was suggested (Claessens et al., 1983) that the
potential with a point multipole was superior to the Lennard-Jones-only potential for crystal
structure prediction even though a recent study indicated that electrostatic interactions are
not critical in predicting crystal packing of nonpolar molecules (Della Valle et al., 2008).
Because of the assumption of R>r in the Taylor expansion in Equation 3, however, the
molecular multipole expansion is problematic at the short distances that are often relevant in
molecular simulation. The multipole expansion may diverge within the sphere R, and lead to
an inaccurate electrostatic potential. The solution to overcome this issue is to distribute the
multipole expansion to a collection of sites within the molecule, which effectively reduces
the radius of the divergence sphere (Fowler & Buckingham, 1983; Fowler & Buckingham,
1991; Price, 1985; Stone, 1981).

Buckingham and Fowler (Fowler & Buckingham, 1983) were the first to apply distributed
multipoles to the study of small molecule complexes. Atomic multipoles can be derived in
several ways, including the distributed multipole analysis (DMA) of an ab initio
wavefunction (Stone, 1981). The combination of a hard sphere potential with atomic
multipoles (up to quadrupole) was rather successful in reproducing experimental geometries
including hydrogen bonding distance and angle for several molecular complexes. It has been
noted that local atomic charge distributions are usually not spherically symmetrical because
of chemical bonding and lone pairs, and thus higher-order electrostatic moments are
necessary to describe such features. Systematic study of the accuracy of point multipole
models also has been described (Williams, 1988). It was shown that the use of higher-order
multipole moments significantly improved the representation of molecular electrostatic
potential (ESP) in comparison to ab initio reference potential. When only atomic charges
were allowed, the relative root-mean-squared error in the ESP around the molecules was on
the order of 10%. With the addition of dipole and quadrupole moments, the error was
reduced by orders of magnitude to less than 0.1% (Williams, 1988). Considering that higher-
order moments decay faster than monopoles, the advantage of a distributed multipole
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expansion is to improve the short-range description outside the van der Waals surface of a
molecule, which is important for interactions such as hydrogen bonding (Dykstra, 1993).

An alternative to multipole expansion is to use a number of charge sites, which should in
principle, offer a similar improvement to the accuracy of the molecular electrostatic
potential. A great advantage of using point charges is the simplicity of the energy and
atomic gradient; in contrast, the gradient and torque on point multipoles require significantly
more algebra. There have been arguments that a point charge model is more efficient for a
given level of accuracy, at least for diatomic molecules such as HF and HCl (Brobjer &
Murrell, 1982). There are also models that replace multipole moments by distributed point
charges (Sokalski et al., 1993). The eXtended Electron Distribution (XED) force field adopts
an explicit charge distribution around each atom, which seems to give improvements in
interaction energy, conformation, and electrostatic field (Chessari et al., 2002; Vinter, 1996).
Some versions of the AMBER force field place charges at important lone-pair sites (Dixon
& Kollman, 1997). Another recent example is the TIP5P water model, which employs five
charge sites. However, it was shown that the determination of the exact locations of the lone
pair charges was not trivial, and involved an extensive fitting procedure to reproduce
experimental density-temperature profiles (Mahoney & Jorgensen, 2000; Rick, 2001).
Another concern is that charges located away from atomic centers may lead to numerical
instability in molecular dynamics or Monte Carlo simulations because of the potential fusion
of charge sites.

To evaluate the interaction between multipole moments, Applequist introduced a concise
polytensor scheme (Applequist, 1983; Applequist, 1984; Applequist, 1985; Applequist,
1989; Dykstra, 1988). The multipole expansion at site k is written as

Equation 4

where the superscript t indicates transpose. The interaction energy between two multipoles
at sites i and j is then given by the matrix formula:

where T is the interaction matrix:

The multipole moments here are defined in the same global frame. For example, Price
reported distributed multipoles for amides and peptides in predefined molecular axes
(Faerman & Price, 1990). Alternatively, it is possible to define the multipole moments for
each atom type in a local coordinate frame that is constructed with respect to covalently
bonded neighboring atoms. Within this scheme, the oxygen atom in the water molecule may
use the so-called bisector frame where the z-axis is the bisector of the HOH angle (Kong,
1997; Ren & Ponder, 2003); the x-axis is perpendicular to z and also lies in the HOH plane;
and the y-axis is determined via the right-hand rule. For chemical systems without such
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symmetry, a generic z-then-x local frame can be used, in which one chemical bond to a
neighboring atom is selected to define the z-axis.

A rotation matrix converts local multipole moments into the global frame prior to
computation of the electrostatic interaction energies. Many algorithms require the evaluation
of the analytic electrostatic forces for each molecular configuration. For the atomic charge
model, the force is simply the negative derivative of Coulomb energy (1/r) with respect to
atomic coordinates. For an atomic multipole expansion, forces are derived in a similar
fashion by taking the derivative of the interaction matrix T and, using the relationships
T(n + 1) = ∇(Tn), and T(n+1) = ∇(Tn), and T0 = 1/R. Expressions for the first few derivatives
are available (Kong, 1997). A further complication must be considered for dipole and
higher-order moments. From a physics point of view, a dipole moment placed in an external
field will experience a torque that favors rotation of the site (and its local frame defining
neighbors). It is possible to convert each torque into forces at frame-defining sites to permit
standard molecular dynamics integration schemes or optimization algorithms (Ren &
Ponder, 2003). There is an alternative approach to understand these extra forces
mathematically. If the multipole moments defined within their local frames are explicitly
included in the energy expression with their rotation matrix, which is a function of atomic
coordinates, the product rule leads to these additional forces (Kong, 1997). Besides the
Cartesian poly-tensor approach explained above, the spherical tensor formulations of the
multipole interaction energy, force and torque, are available (Price et al., 1984).

Note that even with the better convergence of atomic multipole at short range, there are
errors associated with the point approximation of the charge distribution. At a distance
where electron density is penetrated, a negative (attractive) penetration effect is missing
from the point multipole potential energy (Stone, 1996). It has been suggested that the
penetration effect could be absorbed by the repulsive term or possibly by damping the
Coulomb energy (Klopper et al., 2000; van Duijnen & Swart, 1998). Wheatley and Mitchell
(Wheatley & Mitchell, 1994) proposed replacing the point multipole with Gaussian
multipoles to correctly model the penetration effect at short range. Piquemal et al (Piquemal
et al., 2003) used s-type Gaussian functions distributed at multi-sites to represent the charge
density. In the recent development of QMPFF (Donchev, 2006; Donchev et al., 2005), a
model was developed that consists of a nuclear charge and a negative electron cloud of
exponential form located off the nuclear center. These more sophisticated treatments are
likely to provide greater flexibility and higher accuracy for modeling electrostatics, within
the limits of the ab initio data to which they are fit, although at higher computational cost.

When formulating a molecular mechanics potential, conventional wisdom is that
intramolecular short-range electrostatic interactions should be masked (scaled), based on the
rationale that bond and angle energy terms already include these interactions. However,
details of the masking schemes vary among different force fields. For example, charge
interactions between the 1–2 (directly bonded) and the 1–3 (separated by two bonds) atoms
are almost universally omitted. The 1–4 (atoms separated by three bonds) interaction is
scaled down by 5/6 in Amber94, by 1/2 in OPLS-AA, and is not modified in CHARMM.
These scaling factors are determined empirically to best reproduce conformational energy
profile of flexible molecules.

Parameterization of realistic charge distributions, in the forms of point charges or higher-
order moments, is essential to the accuracy of electrostatic energetics. Although atomic
charges are not measurable physical quantities (physical observables), it is possible to derive
meaningful values from quantum mechanical calculations. A method such as Mulliken
population analysis or Bader’s Atoms-in-Molecules (AIM) theory partitions electron density
into atomic contributions (Bader, 1990). However, different partitioning schemes lead to
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substantially different atomic charges. Momany first treated atom charges as adjustable
parameters and derived values by fitting to ab initio electrostatic potential (ESP) (Momany,
1978). Unlike atomic charges, ESPs are physical observables and are directly associated
with intermolecular interactions. Cox and Williams (Cox & Williams, 1981) pointed out that
ESPs from Mulliken charges generally had significant errors. Variants of ESP fitting
approaches include CHELP, CHELPG (Breneman & Wiberg, 1990), MK and RESP (Bayly
et al., 1993). These methods differ mostly with respect to the choice of grid points to which
the ESP is fit, typically residing in a shell immediately outside the van der Waals surface.
Note that at very close distances, the ESP is not as relevant to molecular interactions
because the actual wave functions of molecules will overlap, leading to penetration and
other effects. In RESP, hyperbolic restraints are applied to heavy atoms to avoid artificially
large charges obtained for atoms buried inside the molecule during fitting. This type of
approach works reasonably well for small molecules, but is inherently limited for larger
molecules. In the latter case, such as proteins, model compounds (e.g., dipeptides) are used
to derive charges for common molecular fragments.

Various charge parameterization schemes have been compared for their ability to reproduce
molecular dipole moments and ESP (Bayly et al., 1993; Martin & Zipse, 2005; Masamura,
2000; Wiberg & Rablen, 1993). Wiberg and Rablen (Wiberg & Rablen, 1993) suggested
that atomic charges alone are insufficient to accurately model the anisotropic molecular
charge distribution and ESP near the van der Waals surface. They concluded it is necessary
to include at least atomic dipoles or even higher-order terms. This is consistent with
Williams’ conclusion mentioned above (Williams, 1988). Sun et al. (Sun, 1998) showed that
ESP charges were unable to provide quantitatively ion-spherand interaction free energies,
unless the region near oxygen was weighted higher than the rest, which is another indication
of an over simplification of the spherically symmetric atomic charge approximation. A
pitfall of ESP charges is that they may not respond consistently to structural changes such as
substituents, which is problematic for developing transferable force field parameters. Even
determination of charges from quantum mechanics for water alone can be a difficult task
(Martin & Zipse, 2005).

Additional complications arise from the dependency of charge distributions on
intramolecular geometry and conformation. This short-range effect is of quantum
mechanical origin and is not directly related to through-space induction. Dinur and Hagler
reported empirical formulation that couples geometry to charge distribution (Dinur &
Hagler, 1995). Palmo et al. showed that such a coupling allows a classical water model to
capture the expansion of the H-O-H angle moving from gas phase to liquid (Palmo et al.,
2006). In most classical potentials, this conformation dependence is handled by
simultaneous fitting to multiple conformations of a flexible molecule (Reynolds et al.,
1992a; Reynolds et al., 1992b; Söderhjelm et al., 2007).

Because of their simplicity and efficiency, partial atomic charge models have been adopted
by the majority of common biomolecular force fields including AMBER, CHARMM,
GROMOS, and OPLS-AA. Since most of the force fields target the condensed-phase,
charges derived from gas-phase, quantum mechanics calculations are not suitable and
further adjustments must be made to account for solvent and other environmental effects.
AMBER force fields have traditionally fit charges to ESPs calculated from the HF/6-31G*
basis set. It has been argued that because the HF theory overestimates molecular dipole
moments, the amplified charges effectively capture the solute polarization response in
condense-phase. CHARMM first optimizes the charges to gas-phase molecular interactions
and subsequently scales the charges for the neutral polar molecules by 1.16. The OPLS force
field adjusts the charges by fitting to neat liquid properties such as density and heat of
vaporizations. This process is tedious but has the advantage of producing reliable
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condensed-phase properties. We emphasize an important rule, which is not to mix charges
from different parameterization strategies (i.e., from different force fields) into a single
calculation because each method has its own systematic errors that are more likely to cancel
when used consistently. There is also interest in using semi-empirical methods such as AM1
to estimate atomic charges quickly. This can be potentially useful for studying a large
number of small molecules. AM1-BCC and CM2 are two examples of such schemes
(Jakalian et al., 2000; Jakalian et al., 2002; Li et al., 1998a; Li et al., 1998b).

As discussed previously, electrostatic models beyond fixed atomic charges have also been
explored in recent years. In addition to the work that incorporates electronic polarization,
distributed atomic multipoles have been applied to represent electrostatic interactions within
molecular mechanics force field (Burnham & Xantheas, 2002; Freitag et al., 2000;
Grossfield et al., 2003; Holt & Karlström, 2008; Jiao et al., 2008; Jiao et al., 2006; Jiao et
al., 2009; Kong, 1997; Ren & Ponder, 2002; Ren & Ponder, 2003; Xantheas et al., 2002).
Similar to point charges, distributed multipole moments can be derived via population
analysis or an ESP fit. Although it is known that charges from Mulliken population analysis
do not produce an accurate ESP because the method is truncated at monopole order, its
extension to distributed multipole analysis as proposed by Stone (Stone, 1981) permits
systematic convergence of the ESP. Alternatively, atomic multipoles can be obtained from
Bader’s AIM theory, which partitions electron density based on zero-flux surfaces (Bader,
1990). Popelier showed that AIM is slow to converge compared to DMA and therefore
requires higher-order moments (Popelier et al., 2001). Convergence of AIM multipole
expansion can be achieved by adding additional sites at bond midpoints (Joubert & Popelier,
2002). To handle large basis sets in ab initio calculations, a recent modification to DMA,
that uses a grid-based quadrature for partitioning the contributions to the charge density
from diffuse basis functions, was introduced (Stone, 2005). Other methods to derive atomic
multipoles include natural atomic orbitals (NAO) analysis (Reed et al., 1988) and a recently
developed method called LoProp (Gagliardi et al., 2004; Söderhjelm et al., 2007).

Polarizability and other many-body effects
The Coulombic energy expression makes use of the assumption that the electrostatic energy
is pair-wise additive. In reality, a charge distribution changes under the influence of an
electric field produced by the surrounding environment, which can include contributions
from solvent, intra-molecular sources or externally applied potential differences. For
example, the molecular dipole moment of a water molecule increases from 1.8 D to 3.0 D
when immersed in bath of water (Ren & Ponder, 2003).

Different methods exist to incorporate the polarization effect in molecular mechanic
framework, by means of induced dipole, fluctuating charge or Drude oscillator. Stone
(Stone, 1981; Stone, 2005; Stone & Alderton, 2002) also proposed a more sophisticated
treatment. Fluctuating charge and Drude oscillator based methods are easier to implement
within the existing fixed-charge force field framework while the induced dipole approach is
a natural choice for models based on atomic multipoles. Detailed discussion and comparison
of the different treatments of polarization can be found in the recent reviews (Cieplak et al.,
2009; Halgren, 1992; Lopes et al., 2009; Ponder & Case, 2003; Rick, 2001). Below we offer
a brief account for polarizable force field development and fundamental methodology based
on distributed induced dipole model.

In very early studies of enzymatic reactions (Warshel, 1976) and prototype molecular
dynamics algorithms (Vesely, 1977), polarization effect was already considered explicitly.
In early 1990s, Gresh and colleagues developed THE SIBFA (Sum of Interactions Between
Fragments Ab initio computed) potential, which treats the polarization, charge transfer
effect, and other second order electrostatic interactions (Gresh, 1997). Karlström and
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coworkers have been devoting considerable effect to incorporate induced-dipole based
polarization models into classical force fields (Åstrand et al., 1995; Brdarski et al., 2000;
Holt & Karlström, 2009). Friesner and coworkers also reported models that use both
fluctuating charges and atomic induce dipole to account for polarization (Kaminski et al.,
2002; Stern et al., 2001). Patel et al. (Bauer et al., 2011; Bauer & Patel, 2009; Patel &
Brooks, 2004; Patel et al., 2009; Patel et al., 2004) take a fluctuating charge approach that is
based on the charge equilibration scheme (Rappe & Goddard, 1991). MacKerell and Roux
base their polarizable potentials on the Drude Oscillator approach (Baker et al., 2010;
Harder & Roux, 2008; Jiang et al., 2011; Lamoureux & Roux, 2006; Lopes et al., 2007;
Roux et al., 2011; Yu et al., 2010). Ren and Ponder have been developing classical force
fields that combine the induced dipole with permanent atomic multipoles to represent the
electrostatic interactions (Jiao et al., 2008; Kong, 1997; Ren & Ponder, 2002; Ren & Ponder,
2003; Ren et al., 2011). Duan and AMBER community are also continuing with their effort
in polarizable force field development (Wang et al., 2011a; Wang et al., 2011b; Wang et al.,
2006). Inclusion of polarization allows more rigorous parameterization and validation of the
force field against a wide range of molecular systems in different environment, from small
molecules to macromolecules, from gas-phase to condensed-phase properties. The
advantages of polarizable force fields have been demonstrated for water (Lamoureux et al.,
2003; Ren & Ponder, 2003; Stern et al., 2001), amides and other organic molecules
(Brdarski et al., 2000; Hagberg et al., 2005; Harder et al., 2008; Lopes et al., 2007; Ren et
al., 2011; Wang et al., 2011a; Wang et al., 2011b), ions (Grossfield et al., 2003; Jiao et al.,
2008; Patel et al., 2009; Wu et al., 2010; Yu et al., 2010), membranes (Bauer et al., 2011),
and ligand-protein complexes (Jiao et al., 2008; Roux et al., 2011). Of equal importance is
the development of efficient particle-mesh. Ewald has enabled accurate treatment of long-
range electrostatic interactions of partial charges or point multipoles in the simulations of
large biomolecules (Darden et al., 1993; Sagui et al., 2004). However, developing and
parameterizing a consistent force field for biomolecular simulations are still daunting tasks
because of the extra complication in a more elaborated physical model. There is no
consensus on where the polarization effect would be the most important and what is the best
way to treat the polarization effect in classical simulations. As we push for more accurate
physical potentials, it is also important to keep in mind the limitation of other contributions
in the potential energy function such as partial atomic charge representation, van der Waals
interactions and empirical valence functions. At the molecular level, an induced dipole
moment can be approximated through a linear relation with the total field E:

where α is the molecular polarizability of the molecule, which can be measured by
experiment or calculated from ab initio theory. Following Buckingham, we define the
ground state electron distribution of a molecule as its permanent charge distribution. When
several molecules approach each other, each permanent charge distribution will produce an
electric field on the others. The induced dipole at each molecule resulting from the total
permanent field produces an induced field:

where T11 is the dipole field operator (e.g., Applequist et al., 1972). Since the induced
dipole appears on both sides of the equation, it can be solved self-consistently by iteration or
by direct matrix inversion. The energy from the mutual induction is
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Although induction always lowers the system energy, the factor ½ reflects the positive work
required to distort the molecular charge distribution.

While molecular polarization response is a physical observable, measurable from
experiment or computed from ab initio quantum mechanics, polarization at the atomic level
is modeled empirically by inducing a dipole moment at each atom or charge flow between
atoms. To model the molecular dipole polarizability, distributed atomic models – both
additive and non-additive (interactive) – have been proposed. In an additive model, the
molecular polarizability is the sum of individual bond, atom, or group contributions
(Dykstra, 2001). Anisotropic atomic polarizabilities in tensor forms are used to produce
anisotropic molecular response (Birge, 1980; Stout & Dykstra, 1995; Stout & Dykstra,
1998). Applequist et al. (Applequist et al., 1972) devised a non-additive model in which
atomic response is relayed via neighboring atoms and, as a result, anisotropic molecular
response can be captured (Stout & Dykstra, 1995; Stout & Dykstra, 1998). Applequist
further incorporated monopole polarizability (atomic charge transfer) into the dipole
polarizability model to handle out-of-plane charge flow in the aromatic rings (Applequist,
1993). Thole proposed a damping scheme to handle numerical problems in the interactive
model associated with the polarizability catastrophe at the short range (polarization energy
approaches negative infinity) (Thole, 1981; van Duijnen & Swart, 1998). Physically, the
catastrophe is a consequence of point polarizability approximation and the damping is
effectively to replace the point charge with a distribution. Thole’s approach has been
adopted by several researchers in empirical force fields for classical simulations or quantum
mechanics/molecular mechanics (QM/MM) approaches (Åstrand et al., 1995; Bernardo et
al., 1994; Brdarski et al., 2000; Burnham & Xantheas; Engkvist et al., 1996; Grossfield et
al., 2003; Holt & Karlström, 2009; Jiao et al., 2008; Jiao et al., 2006; Ren & Ponder, 2002;
Ren & Ponder, 2003; Van Duijnen & de Vries, 1996; Xantheas et al., 2002). The advantage
of additive models is the computational simplicity, whereas the interactive models require
the solution of self-consistent mutual induction equations. However, in the interactive
polarizability model, the molecular response has explicit dependence of molecular
geometry, which is often lacking in the additive models. In addition to the empirical models
mentioned above, Stone proposed a more sophisticated distributed polarizability model
based on perturbation theory which systematically treats polarization response in monopole
to higher order moments (Stone, 1996).

Different methods exist to incorporate the polarization effect in molecular mechanic
framework, by means of induced dipole, fluctuating charge or Drude oscillator. The latter
two are easier to implement within the existing fixed-charge force field methodology, while
the induced dipole approach makes it a natural choice for models based on atomic
multipoles. Detailed discussion and comparison of the different treatments of polarization
can be found in the recent reviews (Halgren, 1992; Ponder & Case, 2003; Rick, 2001). Stone
(Stone, 1981; Stone, 2005; Stone & Alderton, 2002) proposed a more sophisticated
treatment.

Efforts to develop classical force fields that explicitly treat the electronic polarization effect
are increasing. Ren and Ponder are developing a classical force field that combines the
induced dipole with permanent atomic multipoles to represent the electrostatic interactions
(Jiao et al., 2008; Kong, 1997; Ren & Ponder, 2002; Ren & Ponder, 2003). Friesner and
coworkers also reported models that merge fluctuating charges and atomic induce dipole
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models together (Kaminski et al., 2002; Stern et al., 2001). Patel et al. (Patel & Brooks,
2004; Patel et al., 2004) take a fluctuating charge approach that is based on the charge
equilibration scheme (Rappe & Goddard, 1991). MacKerell and Roux base their polarizable
potential on the Drude Oscillator approach (Lamoureux & Roux, 2006; Lopes et al., 2007).
In principle, the inclusion of polarization should provide a more realistic representation of
electrostatic interactions and better transferability of force field parameters. Ren and co-
workers have shown that electronic polarizability needs to be considered in order to achieve
reliable and accurate results in small molecules binding to proteins (Jiao et al., 2008; Jiao et
al., 2009). Polarization allows more rigorous parameterization and validation of the force
field against a wide range of molecular systems in different environment, from small
molecules to macromolecules, from gas-phase to condensed-phase properties. Of equal
importance is the development of efficient particle-mesh Ewald has enabled accurate
treatment of long-range electrostatic interactions of partial charges or point multipoles in the
simulations of large biomolecules (Darden et al., 1993; Sagui et al., 2004). However,
developing and parameterizing a consistent force field for biomolecular simulations are still
daunting tasks because of the extra complication in a more elaborated physical model. It is
also important to keep in mind the limitation of other representations in the potential energy
function such as van der Waals interactions and short-range valence term.

Modeling biomolecular titration states
One of the most important aspects of biomolecular charge states is their sensitivity to pH
and other environmental influences. The presence of ionizable groups (side chains of acidic
and basic amino acids) in a protein affects the protein’s electrostatic properties and its
solvation in aqueous media. The two types of ionizable groups in proteins are titratable and
redox groups. Titratable groups participate in acid-base (protonation/de-protonation)
reactions to exchange (bind or release) a proton. Redox groups participate in redox reactions
to exchange (bind or release) an electron. Therefore, these ionizable groups can acquire
charge states that determine the stability, solubility, and enzymatic properties of the proteins
important in several biological processes (e.g., enzymatic catalysis, respiration, etc.). In fact,
several pH-dependent phenomena associated with proteins have been attributed to the
presence of titratable groups. To understand the mechanisms of biological phenomena that
depend on the ionization states of proteins, it is important to predict accurately these
ionization states and understand the factors that affect the ionization behavior of proteins.

The ionization behavior and the corresponding charge state of an ionizable group can be
different when it is part of a protein compared to when it exists independently as part of its
model compound (side chain in a blocked peptide) in aqueous solutions. Several factors alter
the charge state of ionizable groups in a protein: electrostatic interactions between charges
of ionizable groups in the same protein, electrostatic interactions between charges on the
ionizable group and the partial charges on non-ionizable groups and backbone atoms,
location of the group in the protein, changes in the protein’s conformational state, pH of the
solution, and polarizability/polarity of the protein’s microenvironment.

The ionization behavior of an ionizable group (titratable or redox) can be characterized by
the proton/electron binding affinities of the titratable/redox group. The binding affinity of a
group can change depending on whether the group is part of a protein or is left free in
solution. These affinities can be quantified using ionization equilibrium constants. For
instance, Equation 5 is for an acid-base equilibrium (protonation/de-protonation) reaction,
where AH denotes the acid, A− represents the conjugate base, and H+ is the proton:

Equation 5
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Ka is the equilibrium constant, defined as , where the terms in the numerator
and denominator are species activities, and Ka determines the strength for the dissociation of
the acid into its conjugate base and a proton. Taking negative logarithm on both sides of
Equation 5 yields

Equation 6

The free energy (ΔG) required to de-protonate one mole of an acid is given by the relation

Equation 7

where kB is the Boltzmann’s constant, T is the temperature of the solution. Rearranging
these equations gives

Equation 8

Substituting −log10Ka and −log10[H+]with pKa and pH, respectively, we get the relation
between free energy and pKa

Equation 9

The ionization state of a protein is characterized by the pKa values of all the ionizable
groups in the protein. We can write the relation between pKa (pKa,i) of a titratable group (i)

in a protein (p) and the change in free energy ( ) required to protonate the titratable
group, as shown below:

Equation 10

Similarly, the pKa (pKa,mi) of the same titratable group (i) in a reference or model state (m)
is related to the change in free energy ( ) required to protonate the titratable group, as
shown below:

Equation 11

Subtracting these two relationships and rearranging gives

Equation 12

Equation 12 provides the thermodynamic basis for understanding the differences between
the ionization behavior of a titratable group in a protein and that of the same group in its
model compound.
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A common assumption in pKa calculations is that the contributions to the free energy of
charging a site in the protein or model compound from zero to unit charge (positive or
negative) are purely electrostatic in nature (Bashford & Karplus, 1990). These electrostatic
contributions include the solvation energy of the charge at the ionizable site (Born), the
electrostatic interaction between the charge and the partial charges of backbone atoms and
other non-ionizable groups (ic-p interactions), and the electrostatic interaction between the
charge and charges on other ionizable groups (ic-jc interactions).

Thus, the pKa of a titratable state becomes

Equation 13

To calculate the pKa,i value of the titratable group i, we need to know the values for pKa,mi
and for each free energy term in equation above. The pKa,mi value can be obtained
experimentally; however, the free energy terms have to be computed using a suitable
electrostatic solvation model, as discussed in the subsequent sections. Note that the term

 is pH-dependent, which also implies the need to sample against the large space of
biomolecular titration states to accurately model the pKa value (Antosiewicz, 2008).

Significant efforts have been made to accurately measure (Baran et al., 2008; Castañeda et
al., 2009; Denisov et al. 2004; Fitzkee & García-Moreno E, 2008; Harms et al., 2009; Harms
et al., 2008; Isom et al., 2008; Isom et al., 2011; Isom et al., 2010; Karp et al., 2007; Karp et
al., 2010) and predict (Alexov et al., 2011; Antosiewicz, 2008; Antosiewicz et al., 1996a;
Antosiewicz et al., 1996b; Bashford & Karplus, 1990; Bryce et al., 1998; Carstensen et al.,
2011; Flanagan et al., 1981; Georgescu et al., 2002; Karp et al., 2007; Khandogin & Brooks,
2006; Laurents et al., 2003; Li et al., 2002; Li et al., 2004; Li et al., 2005; Mehler &
Guarnieri, 1999; Mitra et al., 2011; Nielsen et al., 2011; Nielsen, 2007; Nielsen, 2009;
Nielsen & McCammon, 2003; Nielsen & Vriend, 2001; Shan & Mehler, 2011; Tang et al.,
2007; Tynan-Connolly & Nielsen, 2006; Wallace & Shen, 2011; Witham et al., 2011)
protein titration states to understand the determinants of pKa values for the amino acids in
the interior and exterior of proteins. A recent special issue of Proteins (Alexov et al., 2011)
provides an excellent review of the state of the art in the area of biomolecular titration state
modeling.

Modeling solvation with high detail: explicit models
Explicit water models

Water has long been recognized as an important part of biomolecular systems (Kauzmann,
1959). Early theoretical studies of proteins ignored the solvent because of the prohibitive
computational cost (McCammon et al., 1977). However, with the advancement of computer
technology and quest for realistic simulations, it is now common to represent the solvent
explicitly with atomic models.

Numerous water models have been developed over the years beginning with Bernal and
Fowler’s attempt in 1933 (Bernal, 1933). A detailed review of nearly 50 water models was
given by Guillot in 2002 (Guillot, 2002). It would likely require another full-length review
to discuss the new models developed since. The water models introduced to date differ from
each other in electrostatic representation (number of charge sites, polarizability), internal
geometry (angle and flexibility), and the ways by which the parameters were derived.
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TIP3P (Jorgensen et al., 1983) and SPC (Berendsen et al., 1981) are two, three-site, fixed
charge models commonly used in biomolecular simulations. The two models have the same
equilibrium OH bond lengths and very similar atomic charges but different van der Waals
parameters and equilibrium HOH angle values. While the TIP3P adopts a value of 104.52°
for the HOH angle, SPC uses 109.47°; the experimentally measured geometry of liquid
water at room temperature is 106° (Ichikawa et al., 1991). Both water models were derived
originally as rigid water models. A variant of SPC, SPC/E (Berendsen et al., 1987), was
developed to take into account the cost of bulk polarization ignored by SPC and other fixed-
charge models. Effectively, the correction makes the bulk potential energy of SPC/E model
lower than the others. This procedure has not been consistently applied to other liquids or
biomolecular systems.

The effort to improve TIP3P has led to four-site (Jorgensen et al., 1983), five-site (Mahoney
& Jorgensen, 2000), and even six-site (Nada, 2003) water models, with additional charge
sites for better electrostatic descriptions. An extensive reparameterization of TIP4P was
made by fitting to properties over a wide range of temperatures and using the Ewald
treatment of electrostatics, as opposed to the cutoff scheme used in earlier model
development (Horn et al., 2004). TIP5P is one of the best-performing fixed charge water
models that reproduces a range of condensed-phase structural, energetic, and dynamic
properties including the temperature of maximum density. The use of TIP5P in biomolecular
simulations has been limited because of the cost arising from the additional charge sites and
concerns about compatible parameterization of amino and nucleic acid residues with this
water model.

Recent advancements in water models continue to focus on the electrostatic representation,
especially the electronic polarization effect. Water is a high-dielectric solvent and is also
very polarizable itself. Examples of water models that explicitly account for polarization
include BSV (Jedlovszky, 2001; Jedlovszky & Vallauri, 1999), POL5/TZ(QZ) (Stern et al.,
2001), PPC (Svishchev et al., 1996), TIP4P/FQ (Rick, 2001), POL5 (Stern et al., 2001),
TTM2 (Burnham & Xantheas, 2002), AMOEBA (Ren & Ponder, 2003), and SWM4-DP
(Lamoureux et al., 2003). Parameterization of these models relies on both quantum
mechanical ab initio calculations and experimental bulk thermodynamic properties, although
to different extents. Overall, these studies have demonstrated that a polarizable water model
is able to provide a better representation of electrostatic response, and good transferability
among different chemical environments.

Explicit ion models
When explicit water models are used, ions are also typically modeled in atomic detail.
Theoretical treatment of specific ion interactions is complicated as the strong electrostatic
field around the ions poses challenges to the standard physical water models. Nonetheless,
computational studies have offered valuable insights at the atomic details of ion solvation
and the interaction of ions with biomolecular solutes.

Specific ion binding to proteins or DNA is a dynamic competition between the biomolecular
and aqueous environments. Therefore, it is essential to accurately describe the hydration
thermodynamics of single ions. However, this task is not straightforward as only the total
solvation free energies of a neutral salt can be measured directly from experiment. As a
result, published single ion solvation values differ widely when different parameterizations
are employed (Patra & Karttunen, 2004). Furthermore, ion behavior can be very sensitive to
the force field, and subtle differences in ion and solvent parameterization may lead to
significant ion pairing and clustering problems during simulation (Alejandre & Hansen,
2007; Auffinger et al., 2007; Chen & Pappu, 2007a; Chen & Pappu, 2007b; Joung &
Cheatham, 2008).
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Recent studies using ab initio QM/MM models, quasi-chemical theory, and polarizable force
fields have demonstrated improved accuracy in explicit ion models. The ab initio QM/MM
approach has been reviewed extensively (Friesner, 2005; Friesner & Guallar, 2005; Hu &
Yang, 2008; Kamerlin et al., 2009; Lin & Truhlar, 2007; Riccardi et al., 2006; Senn & Thiel,
2009). For example, Rode and coworkers have characterized the dynamics and solvation
properties of solvated ions by treating the primary region of interest, the first hydration shell
of the ions, quantum mechanically and other region using molecular mechanics (Azam et al.,
2009; Rode et al., 2006). Unfortunately, most QM/MM calculations are restricted to small
systems or short trajectories since quantum mechanical calculations are extremely
expensive.

Aqvist has pioneered the work of applying free energy perturbation approaches to derive
ion-water potential parameters that can reproduce the experimental solvation free energies of
alkali and alkaline earth metal ions in water (Aaqvist, 1990). While there are still efforts to
push the limits of the additive nonpolarizable force fields for ionic interactions (Joung &
Cheatham, 2008), it is generally accepted that polarizability and perhaps even quantum
mechanical treatments are essential for accurate descriptions of ion behavior (Halgren &
Damm, 2001) in aqueous solutions (Chang & Dang, 2006; Grossfield et al., 2003;
Lamoureux & Roux, 2006; Stuart & Berne, 1996) and for more complex environments such
as ion-protein interactions (Li et al., 2008) and ion channels (Allen et al., 2000; Bucher et
al., 2006; Illingworth & Domene, 2009; Noskov et al., 2004; Roux et al., 2004; Warshel et
al., 2007).

Several groups have performed molecular dynamics simulations using polarizable force
fields to study ion behavior or to determine ion solvation energies. For example, Dang and
co-workers used many-body polarizable potential models in molecular dynamics simulations
to study the solvation behavior of Li+, Na+, Cl−, and F− in water clusters (Dang, 1992; Dang
et al., 1991) and the significant role that polarization plays in ion binding to the liquid/vapor
interface (Chang & Dang, 2006; Dang & Chang, 2001). A protein Langevin dipole model,
developed by Aqvist and Warshel (Aqvist & Warshel, 1989) has been used to calculate the
solvation energy of a Na+ ion inside the Gramicidin A channel and in water, and similar
methods have been applied to model the polarization effect in the KcsA channel (Burykin et
al., 2003; Luzhkov & Åqvist, 2000). Additionally, a polarizable molecular mechanic model
based on induced dipole approach was successfully applied to study the absolute solvation
free energies for K+, Na+, and Cl− (Grossfield et al., 2003), as well as Mg2+ and Ca2+ (Jiao
et al., 2006). Using a Drude oscillator model for polarizability, Roux and co-workers have
developed a polarizable potential function for the hydration of alkali halide salts
(Lamoureux & Roux, 2006; Whitfield et al., 2007), which gives results consistent with ab
initio calculations. In addition, the fluctuating charge method of polarization has been
applied to ionic systems (Bryce et al., 1998; Ribeiro, 1999) and has been used to extend
classical force fields to include polarization effects (Patel & Brooks, 2004; Patel et al., 2004;
Warren & Patel, 2007). Despite all these efforts, modeling explicit ions remains a
considerable challenge, owing to the complex, dynamic, and subtle nature of ions, and it is
expected that the future direction will be focused on using ab initio treatment and
polarizable force fields.

Modeling solvation with intermediate detail: integral equation and density
functional theories
Solvent distributions from integral equations

As discussed above, modeling explicit solvent effects via computer simulation techniques
can be costly since the resulting systems involve a large number of particles with long-range
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interactions and demand substantial computational resources. An alternative route to
solvation is provided by integral equation theories (IETs), which simplify the all-atom
description of explicit solvation into a probabilistic treatment of distributions between solute
and solvent. As a result of this simplification, these methods generally require less
computational expense than explicit solvent methods but offer more detail than the
continuum models discussed below (Attard, 2002; Hansen & McDonald, 2000; Hirata,
2003). Because of this compromise, IETs can be efficient and powerful tools to predict the
three-dimensional spatial organization of the solvent density around large molecular solutes
of irregular shape as well as related thermodynamic solvation quantities (Beglov & Roux,
1997; Chandler et al., 1986; Du et al., 2000; Harano et al., 2001; Imai et al., 2001;
Kovalenko & Hirata, 1998; Kovalenko & Hirata, 1999; Kovalenko & Hirata, 2000a;
Kovalenko & Hirata, 2000b; Kovalenko & Hirata, 2000c). A particularly popular set of
integral equations are the interaction site models (Chandler, 1978; Hirata, 2003; Rossky et
al., 1983) that specifically model the probability distribution of specific atomic sites on the
solvent around atomic sites on the solute. The 1D-RISM (Reference Interaction Site Model)
theory provides site-site radial distribution functions coming from an angular average over
the orientation of both solute and solvent molecules (see Figure 3). This approach has been
successfully applied to small molecules in general (Chuev & Fedorov, 2004; Du et al., 2008;
Du et al.,2000; Freedman & Truong, 2004; Frolov et al., 2011; Imai et al., 2007; Imai et al.,
2000; Kiyota et al., 2009; Kiyota et al., 2011; Kovalenko & Hirata, 1998; Kovalenko &
Hirata, 1999; Kovalenko & Hirata 2000a; Kovalenko & Hirata, 2000c; Kovalenko & Hirata,
2000b; Maruyama et al., 2010; Miyata & Hirata, 2008; Nishiyama et al., 2009; Stumpe et
al., 2011; Woelki et al., 2008; Yoshida et al., 2006). Unlike the 1D model, 3D-RISM keeps
the orientational dependence of solute molecules, which is necessary to properly describe
solvation properties of large molecular solutes. This more accurate three-dimensional
integral equation demands a higher computational cost when compared with the one-
dimensional theories (Perkyns & Pettitt, 1992). It provides not only an accurate site-site
radial pair correlation functions but also the correct dielectric properties of polar liquids,
which is a key element to properly describe the solvent effects on solutes. Integral equations
specify formulae for the total and direct solvent correlation functions. Once solved, these
quantities can be used to calculate the solvation chemical potential (Imai et al., 2004;
Kovalenko & Hirata, 1999), the potential of mean force for solutes degrees of freedom
(Kovalenko & Hirata, 1999; Kovalenko & Hirata, 2000b; Kovalenko & Hirata, 2000c),
solvation coordination numbers (Kovalenko & Hirata, 1998) and hydration shells (Imai et
al., 2007a), hydrophobic effects (Howard et al., 2008; Kovalenko & Hirata, 2000a) as well
as many other quantities.

Despite the successes achieved by IETs in predicting solvation properties, there remain
deficiencies that need to be corrected. A serious problem associated with these approaches is
that, when they fail to yield physically reasonable predictions, there are no straightforward,
systematic methods to improve IET predictive accuracy. A useful avenue to remedy this
situation has been to construct thermodynamically consist integral equation theories for
interaction site fluids in which the optimal closure approximation is determined by first
principles (Marucho et al., 2008; Marucho & Pettitt, 2007). The reanalysis of the interaction-
site formalism has also led to the development of more sophisticated (diagrammatically
proper) integral equations eliminating diagrams that are not present in the exact theory
(Marucho et al., 2008; Marucho & Pettitt, 2007). Another challenge for IETs lies in the
inclusion of solute flexibility; however, some progress has been made in this area. IETs can
be properly combined with other methodologies such as Monte Carlo simulations which
project solvent degrees of freedom onto the solute at the level of site-site pair correlation
functions (Freedman & Truong, 2004; Kinoshita et al., 1999; Kovalenko & Hirata, 2000b;
Kovalenko & Hirata, 2000c). Alternatively, dynamical solute processes in solution can be
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treated by incorporating the IETs into a generalized Langevin equation, which describes the
time evolution of solvent densities (Chong & Hirata, 1998).

Ion distributions from integral equations and density functional theories
Like solvent, ion distributions can also be modeled by IETs; for example, by the DRISM
introduced in section above, which has been shown to account for changes in the water
structure caused by the addition of salts near a protein and associated changes in the
solvation free energy from the evaluation of site-site total and direct correlation functions
(Imai et al., 2000; Perkyns & Montgomery Pettitt, 1994; Perkyns & Pettitt, 1996; Perkyns &
Pettitt, 1995). While more computationally efficient, the 1D RISM theory suffers from its
inability to model the solvent inaccessibility of buried solute atoms accurately. There have
been several efforts to correct this problem (Imai et al., 2000); however, the 3D RISM
theory described above is somewhat more computationally expensive but free from this
problem and provides more accurate predictions of ionic behavior (Imai et al., 2004;
Yonetani et al., 2008).

Classical density functional theory (DFT) (Chandler et al., 1986) provides another powerful
tool for describing ionic behaviors through ion distributions. This approach is based on the
simple thermodynamic principle that the system reaches the equilibrium as its grand
canonical potential reaches minimum. In particular, for a fluid subject to an arbitrary
potential Vext(r, Ω), the grand canonical free energy can be written as a functional of the
one-particle density. This free energy functional is minimized at the thermodynamic
equilibrium density. Thus, its knowledge of this functional and the equilibrium density
characterize the fluid completely. However, this functional is not known for most complex
systems and, instead, is approximated in various ways. Different approaches and
approximations based on DFT have been proposed to evaluate the excess free-energy and
the density profile depending on the complexity and features of the system. For example,
Gao and coworkers (Wang et al., 2004) use the weighted-density approximation to describe
the structure and thermodynamics properties of small ions around a polyelectrolyte
immersed in a continuum media, observing the charge inversion phenomena of DNA at
moderate concentrated solution. Ramirez and Borgis (Ramirez & Borgis, 2005) use the
homogeneous reference fluid approximation to develop a general approach that includes the
microscopic structure of the solvent, the dipolar saturation effects, and the non-local
character of the dielectric constant in the calculation of the average solvent structure
solvation properties of molecular solutes of irregular shape. Eisenberg and coworkers
(Gillespie et al., 2002) combine a one-dimensional drift-diffusion (Poisson–Nernst–Planck
or, PNP) transport system and DFT to model ion transport in biological ion channels. These
examples show the theoretical versatility of DFT for describing ionic solvation in complex
systems. However, the same energy functional may not be accurate for all applications and
systematic improvements of the functional are not generally possible, instead requiring ad
hoc corrections.

Modeling solvation with low detail: continuum approximations
While models of higher resolution can ideally provide better accuracy and quantitative
predictions, their computational cost often precludes use in many biomolecular applications.
Instead, it is often essential to reduce computational costs by accounting solvent and ion
effects in an implicit or continuum manner (Baker, 2005a; Baker, 2005b; Baker et al., 2006;
Baker, 2004; Cramer & Truhlar, 1999; Marenich et al., 2008; Onufriev et al., 2002). Implicit
solvent methods have been very successful with a multitude of applications in computational
chemistry and biology. However, these models are highly approximate and often empirical;
as such, there are several caveats that potential users should keep in mind. First, most
implicit solvent models uncouple polar and nonpolar interactions, even though such a
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separation can be problematic and unphysical (Cerutti et al., 2007; Chen et al., 2011; Chen
et al., 2010; Dzubiella & Hansen, 2004; Dzubiella et al., 2006a; Dzubiella et al., 2006b).
Additionally, as discussed in more detail below, implicit models for nonpolar and polar
solvation are—by their very nature—approximate with several sources of ambiguity in the
choice of model parameters and geometries (Swanson et al., 2005; Swanson et al., 2007;
Teixeira et al., 2005; Tjong & Zhou, 2008). However, despite these caveats, implicit solvent
models are very popular and valuable for a variety of biophysical studies.

While continuum models of solvent polarization have had many successes, they provide an
incomplete description of water behavior—particularly at small-length scales and in the
presence of strong electrostatic fields. In particular, continuum models are limited by their
assumption of linear and local solvent polarization in response to electrostatic perturbations
(Beglov & Roux, 1996; Beglov & Roux, 1997; Hansen & McDonald, 2000; Roux, 1999).
The continuum dielectric assumption of local response implicitly neglects the role of
detailed solvent-solvent interactions (e.g., hydrogen bonds, steric clashes, etc.) and solvent
molecular shape (Mobley et al., 2008) in dielectric behavior. The continuum assumption of
linear response ignores the finite density, dipole moment, and polarizability of solvent by
neglecting the nonlinear phenomena of electrostriction and dielectric saturation. Finally, the
polarization of molecular solvents is also closely linked to variations in local density
(Ashbaugh & Truskett, 2001; Beglov & Roux, 1996; Beglov & Roux, 1997; Dzubiella &
Hansen, 2004; Dzubiella et al., 2006a; Dzubiella et al., 2006b; Paliwal et al., 2006); e.g., the
presence of cavities or other solutes. In particular, the introduction of a cavity or uncharged
solute into a polar solvent such as water can create significant interfacial polarization, often
resulting in a positive potential inside the cavity (Ashbaugh, 2009; Cerutti et al., 2007;
Harder & Roux, 2008; Martin et al., 2011).

The Poisson equation for polar solvation
The Poisson equation is a fundamental equation of continuum electrostatics (Bottcher, 1952;
Jackson, 1975). It is a linear second-order partial differential equation

which expresses the electrostatic potential φ terms of a dielectric coefficient ε and a charge
distribution ρ for all points r in some domain Ω. This differential equation must be combined
with additional constraints on the potential in order to provide well-posed solutions. These
constraints usually take the form of boundary conditions specifying the value of the potential
or its derivatives on the boundary ∂Ω of the domain. The most common boundary conditions
for biomolecular electrostatics problems are the simple Dirichlet condition which constrains
the potential to an asymptotic approximation on the boundary of the domain.

The biomolecular structure and chemistry are introduced into the Poisson equation through
the dielectric and charge coefficients. The charge distribution is often represented by a sum
of atomic monopoles or higher-order multipoles as described in the “Modeling biomolecular
charge distributions” section. The dielectric coefficient is generally a sharply varying
function that assumes bulk solvent values outside of the biomolecular surface and other
values inside the biomolecule. The value of the dielectric coefficient determines the
polarization response of the material when subject to an electric field; more easily
polarizable materials have higher dielectric values. While the bulk values of the dielectric
are straightforward to determine, based on the properties of the homogeneous solvent, the
dielectric values inside the biomolecule are much more difficult to interpret and have been
subject to much debate and analysis (Roux, 1999; Schutz & Warshel, 2001; Sham et al.,
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1998; Simonson, 1999; Simonson, 2001; Simonson, 2003; Simonson, 2008; Teixeira et al.,
2005; Tjong & Zhou, 2008). In particular, the choice of internal dielectric coefficient values
is usually very dependent on the specific application. If the only polarization response of the
biomolecular interior results from electronic reorganization, then the most appropriate value
of the biomolecular dielectric coefficient should be between 2 and 4 (Landau et al., 1982).
Such low dielectric models are appropriate for simulations and calculations such as MM/
PBSA (Molecular Mechanics/Poisson-Boltzmann Surface Area) where the molecular
flexibility of the molecule is modeled explicitly through conformational sampling. Higher
values of the internal biomolecular dielectric are intended to mimic additional relaxation
properties, including orientational changes in molecular dipoles, side-chain rearrangement,
and even penetration of water into the biomolecular interior. Values from 4 to 20 have been
regularly used in a variety of biomolecular applications with lower values generally being
successful for protein-ligand interactions (Kollman et al., 2000; Massova & Kollman, 2000),
moderate values of 10–12 necessary for protein-protein binding energies (Elcock et al.,
2001), and values 20 or higher needed for titration state and pKa predictions (Chimenti et al.,
2011; Schutz & Warshel, 2001).

In addition to the variety of dielectric coefficient values, there are also many choices
available for the functional form and shape of the biomolecule-solvent dielectric boundary
(see Figure 4) (Chen et al., 2011b; Chen et al., 2010; Grant et al., 2001; Grant & Pickup; Im,
1998; Tjong & Zhou, 2008). The results of most biomolecular solvation and electrostatics
calculations are very sensitive to the definition of this boundary, so it is not surprising that
the optimal choice of biomolecular parameters and dielectric value are dependent on the
particular dielectric boundary of choice (Nina et al., 1999; Swanson et al., 2007). As with
the dielectric value, the choice of a particular boundary geometry is dependent on many
factors, including the specific problem under consideration, the original geometry
definitions used to optimize the parameters desired for the given calculation. The most
popular biomolecular dielectric interface definition is the molecular surface (Connolly,
1983; Connolly, 1985) which was used to parameterize the PARSE parameter set for
biomolecular solvation calculations (Sitkoff et al., 1994). Zhou and co-workers have
suggested the use the van der Waals surface as an alternative to the molecular surface for
several different applications (Dong et al., 2003; Tjong & Zhou, 2008). Both the molecular
and van der Waals surfaces can introduce significant conformational sensitivity that can be
problematic for applications that explicitly sample different conformational states. As a
result, a number of smoother surfaces have also been introduced, including Gaussian (Grant
et al., 2001; Grant & Pickup, 1995) and spline-based representations (Im, 1998; Schnieders
et al.). These surfaces require a distinct set of parameters for accurate calculations, as
described in (Grant et al.; Grant & Pickup) for Gaussian interfaces and by others (Nina et al.,
1999; Swanson et al., 2007) for spline-based representations. Finally, new generations of
molecular surface definitions that are designed to minimize noise from topological artifacts
(Bajaj, 2003; Zhang et al., 2006) and to provide a clear physical basis for coupling to
nonpolar representations (Chen et al., 2001; Chen et al., 2010; Dzubiella & Hansen, 2004;
Dzubiella et al., 2006a; Dzubiella et al., 2006b) are appearing. In particular, new surfaces
based on geometric flow (Chen et al., 2001; Chen et al., 2010) provide a self-consistent
description of the biomolecular interface that is compatible with the continuum polar and
nonpolar energy functions. While these new surfaces appear very promising, they will
require parameterization before they can be used optimally in biophysical calculations.

The linear and local nature of the dielectric coefficient introduces two major assumptions
into the model (Beglov & Roux, 1996; Beglov & Roux, 1997). Linear response implies a
proportional increase in system polarization for all strengths of electric field. This
approximation clearly breaks down near highly charged interfaces (e.g., nucleic acids or
strongly charged proteins) where dielectric saturation and electrostriction processes can
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become important. Several models have been developed to provide for nonlinear response,
generally in the form of a Langevin response function (Azuara et al., 2008; Papazyan &
Warshel, 1997; Papazyan & Warshel, 1998). The second major approximation is the local
nature of the dielectric constant which implies that local changes in the electric field have
only local influences on polarization. However, the molecular nature of water and its
associated network of hydrogen bonding and extended structure at interfaces clearly indicate
that this approximation is incorrect, particularly at very small (molecular) length scales.
Nonlocal features have also been introduced into the Poisson equation but incur increased
computational expense (Bardhan, 2011; Basilevsky & Parsons, 1998; Rottler & Krayenhoff,
2009).

The Poisson-Boltzmann equation for polar solvation
The Poisson equation only includes the influence of solvent on the electrostatic properties of
a solute. However, as discussed in earlier sections of this review, mobile ions also play a
very important role on biomolecular electrostatics and solvation. The Poisson-Boltzmann
(PB) model was developed to address the need to include simple effects from low valency
ions in dilute solutions (Baker, 2005a; Baker, 2005b; Baker et al., 2006; Baker, 2004; Davis
& McCammon, 1990; Dong et al., 2008; Grochowski & Trylska, 2008; Honig & Nicholls,
1995; Honig et al., 1986; Sharp & Honig, 1990). One of the best reviews of the model and
its caveats was written by Fixman (Fixman, 1979). The PB model essentially relates the
local electrostatic potential to the average mobile charge densities. Several important
approximations are associated with the PB model (Baker, 2004; Beglov & Roux, 1996;
Beglov & Roux, 1997; Fixman, 1997; Holm et al., 2001).

The first approximation, similar to the Poisson equation, is that system solution can be
described a continuum, including the dielectric response described above as well as an
average density of point-like ions. This density model precludes the treatment of site-
specific ion-solute interactions as well as other phenomena which involve details of ionic
shape. The PB model cannot explain differences between ion species in solution and thereby
prevents effects analysis of specific ion species and the associated phenomena described
earlier in this review.

The second approximation models the distribution of ions in terms of single-species average
distribution functions. In other words, ions interact with each other only through their
average densities rather than through the steric, Coulombic, and solvent-mediated
correlations that occur in real electrolyte systems. As a consequence, the PB model cannot
capture a number of phenomena (Chen & Weeks, 2006; Savelyev & Papoian, 2007; Tan &
Chen, 2005), including charge inversion (Besteman et al., 2004; Besteman et al., 2005; Goel
et al., 2008; Kim & Sung, 2005; Luan & Aksimentiev, 2010; Martin-Molina et al., 2009;
Nguyen et al., 2000; Qiao & Aluru, 2004; Taheri-Araghi & Ha, 2005; Wen & Tang, 2004)
and like-charge attraction (Angelini et al., 2003; Kim et al., 2008; Mukherjee; Netz & Naji,
2004; Pietronave et al., 2008; Podgornik & Dobnikar, 2001; Qiu et al., 2010; Todd et al.,
2008; Zelko et al., 2010), that can be important for highly-charged systems. Such systems
include solutes such as DNA, charged biomembrane interfaces, and solutions with even
moderate concentrations of di- or multi-valent ions. Ionic correlations and fluctuation
corrections have been considered in previous studies. Based on the Kirkwood hierarchy
(Kirkwood, 1934), a fluctuation potential and an excluded-volume factor have been added to
the potential of mean force to represent the effect of ion correlations (Burley et al., 1974;
Carnie & Torrie, 2007; Grochowski & Trylska, 2008). The fluctuation potential is associated
with the energy for charging ions and implicitly takes into account the inter-ion Coulomb
correlations. This modification provides improved predictions for ion distribution and mean
electrostatic potential profile with multivalent ions, as compared to the conventional PB
model (Carnie & Torrie, 2007). However, since the fluctuation potential itself is coupled to
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the electrostatic potential, the three-dimensional numerical solution becomes
computationally very expensive and is impractical for applications such as nucleic acid
structures (Gavryushov, 2008). Other approaches such as the density functional and integral
equation methods were discussed earlier; however, the computational complexity for these
approaches is still problematic for many applications.

Another important approximation involves the assumption of infinitesimal ion size which
can produce arbitrarily large ion concentrations near highly charged solutes. Borukhov et al
(Borukhov et al., 1997) developed a simple analytical approach to include the finite ion size
in the original PB model. The modified formula was developed for asymmetric and
symmetric electrolytes and matched with the original PB equation when an ionic
concentration is low. The size effect was introduced as additional correction terms in the
entropic contribution of the total free energy. Such corrections were employed by
considering the lattice gas formalism, where each lattice site is occupied at most by one ion;
the standard PB model corresponds to one with unlimited number of ions in each lattice site.
A similar approach based on the lattice gas formalism was used in other studies (Borukhov
et al., 2000; Chaudhry et al., 2011; Coalson et al., 1995; Coalson & Duncan, 1992) to
incorporate the finite size effect. This size-modified PB model showed appreciable
improvements in predictions for ion-binding properties of monovalent counterions,
especially at high-salt concentration, which involves the saturation effect for ion binding.
However, the consideration of the finite ion size still cannot capture the binding of the
divalent and multivalent ions, which may be because of the absence of ion-ion correlations
(Chu et al., 2007).

Despite the caveats and approximations described above, the PB model is simple and
captures enough basic solvation behavior to be a popular choice for describing many
biomolecular systems. While there are many more interesting ways to drive the PB equation
(Holm et al., 2001), the simplest method starts with the Poisson equation, repeated here:

In the Poisson discussion above, we considered only a single contribution to the charge
density ρ(r⃗) due to the solute. For the PB equation, the charge distribution is assumed to
consist of two separate contributions: the solute charges ρs(r⃗) and the mobile ions in an
aqueous medium ρm(r⃗). The charge distribution of the solute was discussed previously; for a
simple monopole approximation, the charges Qi located at each solute atom’s position ri can
be modeled via a delta function:

For a mean-field approximation, the charge distribution associated with the mobile ions can
be described by a Boltzmann distribution. For m ion species with charges qj, bulk

concentration  and steric potential Vj(r⃗) (a potential to describe nonpolar interactions with
the solute), the charge for the mobile ions is
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where kB is the Boltzmann’s constant and T is the system temperature. Substituting the two
charge distributions into the Poisson equation, one obtains the full PB equation:

Note that the full PB equation is a nonlinear second-order elliptic differential equation,
which cannot be solved analytically for most realistic biomolecular geometries.

A simplification to the full PB equation can be made if the exponential term is approximated
by the linear term in its Taylor series expansion. This assumption, which is made in addition
to those described above, requires |qjφ(r ⃗)/kBT| ≪ 1. Also assuming identical steric
contributions for all ions, the full PB equation becomes the linearized PB equation:

where κ(r⃗) is a modified inverse Debye-Hückel length represented by

where  is the ionic strength and ec is the electron charge. The Debye-Hückel
length is considered as a length scale below which mobile ions experience the electrostatic
potential of the solute and interact with it.

Using the potential obtained by solving the PB equation, the electrostatic free energy can be
obtained via a variety of integral formulations (Chen et al., 2011b; Chen et al., 2010; Gilson,
1995; Holm et al., 2001; Micu et al., 1997; Sharp & Honig, 1990a). These free energy
expressions arise both from physical considerations as well as from a purely mathematical
standpoint. Statistical physics can derive the PB equation and its associated free energy from
a saddle-point approximation of a more complicated description of the electrolyte system
(Holm et al., 2001). Functional minimization of the resulting free energy gives rise directly
to the PB equation. It is also possible to differentiate these integral formulations of the
electrostatic energy with respect to atomic position in order to obtain the electrostatic (i.e.,
polar) solvation mean force on each atom (Gilson et al., 1993; Im, 1998; Wagoner & Baker,
2004; Wagoner & Baker, 2006).

While the PB equation may be solved analytically for very simple cases (e.g., flat plate with
a single symmetrical electrolytes), analytical solutions of the PB equation are not available
for biomolecules with realistic shapes and charge distributions. Therefore, a numerical
method is a necessary tool for biomolecular electrostatics. After Warwicker and Watson
(Warwicker & Watson, 1982) first introduced numerical methods to solve the PB equation
at the active site of an enzyme, many different numerical methods have been developed and
are being modified. Most numerical methods for the PB equation depend on the
discretization of computational domain/space (i.e., a distribution of points and their
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connections), which is critical to both accuracy and efficiency. These methods include finite
differences (Baker et al., 2001b; Davis & McCammon, 1989; Holst & Saied, 1993; Holst &
Saied, 1995; Nicholls & Honig, 1991), finite elements (Baker et al., 2000; Baker et al.,
2001a; Cortis & Friesner, 1997a; Cortis & Friesner, 1997b; Dyshlovenko, 2002; Holst et al.,
2000), and boundary elements (Bajaj et al., 2011; Bordner & Huber, 2003; Boschitsch &
Fenley, 2004; Juffer et al., 1991; Zauhar & Morgan, 1988).

Because of their simpler spatial discretization of the computational domain, finite
differences have been the most popular numerical methods for the PB equation in
bimolecular electrostatics. Finite difference-based PB solvers include APBS (Baker et al.,
2001b), MIB (Chen et al., 2001; Yu et al., 2007a; Yu & Wei, 2007; Yu et al., 2007b; Zhou
& Wei, 2006), DelPhi (Klapper et al., 1986; Rocchia et al., 2002), MEAD (Bashford, 1997),
UHBD (Madura et al., 1995), ZAP (Grant et al., 2001), the PBEQ (Im, 1998) module in
CHARMM (Brooks et al., 2009), and the PB solver in AMBER (Luo et al., 2002). The
APBS solver provides scalable electrostatics by uniquely combing standard finite difference
focusing techniques (Gilson & Honig, 1987) and the Bank-Holst algorithm (Bank & Holst,
2003) into a parallel focusing method that allows solution of the PB equation for molecules
of arbitrary size. A new matched interface and boundary (MIB) method, (Chen et al., 2001;
Geng & Wei, 2001; Xia et al., 2011; Yu et al., 2007; Zhou & Wei, 2006) implemented the
analytical molecular surface in their interface method for solving the PB equation. This
method was the first biomolecular PB solver enforcing the continuity conditions of both the
electrostatic potential and its flux at the molecular surface. Wei et al. (Yu et al., 2007a; Yu
& Wei, 2007; Yu et al., 2007b) extended their work to further develop MIB-based PB
solvers called MIBPB-II and MIBPB-III in order to accommodate geometric and charge
singularities respectively.

Finite element methods provide more flexibility than finite differences by permitting
adaptive mesh refinement in regions of high error. The local nature of this refinement,
together with robust multilevel solvers (Holst, 2001), provides unique multiscale
capabilities. Significant finite element work related to the PB equation was performed by
Holst and co-workers (Baker et al., 2000; Baker et al., 2001; Holst; Holst et al., 2000; Holst
& Saied, 1993; Holst & Saied, 1995). More recently, Chen et al. (Chen et al., 2007a) have
provided the first complete convergence result for a numerical discretization technique for
the nonlinear PB equation with delta distribution sources and introduced the first convergent
adaptive method for the PB equation. Finite element solutions are currently available
through the FEtk solver (http://www.fetk.org/) with a biomolecular electrostatics interface
provided APBS (http://www.poissonboltzmann.org/).

Boundary element methods (BEM) use Green’s theorem to reformulate the linear PB
equation as boundary integral equations (Allison, 2001; Altman et al., 2009; Bajaj et al.,
2011; Bharadwaj et al., 1995; Boschitsch & Fenley, 2004; Boschitsch et al., 2002; Juffer et
al., 1991; Lu et al., 2010; Yoon & Lenhoff, 1990; Zauhar, 1995; Zauhar & Morgan, 1985;
Zauhar & Morgan, 1988; Zhou, 1993). Unlike finite differences and finite elements, the
unknowns and domain discretization are only on a two-dimensional surface rather than a
three-dimensional volume. For the nonlinear PB equation, three-dimensional volume
integrals are involved in the integral equations, which reduce the efficiency of the methods,
but still require a smaller number of unknowns than finite difference or finite element
methods. BEMs assume a discontinuous dielectric function at the molecular interface with
the solvent; as such, they are suitable for a relatively narrow range of dielectric
formulations. Advantages of BEM include (i) the reduction of the unknowns, (ii) exact
treatment of boundary conditions at infinity, (iii) and explicit treatment of the physical
interface conditions (continuity in potential and jump in its normal derivative). However,
Green’s functions are not available for the nonlinear PB equation and the BEM may not be
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efficient because of numerous boundary integral operations and singular boundary integrals
that can affect the accuracy and/or stability. Recently, a hybrid finite difference BEM
approach was introduced to improve computational efficiency (Boschitsch & Fenley, 2004).
This approach is based on the separation of electrostatic potential into a linear component
satisfying the linear PB equation and is solved using a fast boundary element method and a
correction term accounting for nonlinear effects and optionally, the presence of an ion-
exclusion layer.

A completely different approach to solution of the linearized PB equation has been
suggested by Mascagni and co-workers (Mascagni & Simonov, 2004; Simonov et al., 2007).
Their technique uses Monte Carlo methods that simulate random walks in the problem
domain to solve the linear PB equation. This random walk approach is sufficiently flexible
to work with complicated biomolecular geometries and can be used to calculate the
molecular electrostatic properties for a series of salt concentration values simultaneously.

Simpler models for polar solvation
In addition to the PB model, simpler models have also been developed based on continuum
electrostatics principles. These simple models include distance-dependent dielectric
functions, analytic continuum methods (Schaefer & Karplus, 1996), the so-called EEF
approach (Lazaridis & Karplus, 1999) and the improved ABSINTH model (Vitalis & Pappu.
2009) and generalized Born models. The generalized Born (GB) model is one of the most
popular such models and was developed by Still et al. in 1990 (Still et al., 1990) and
subsequently revised by several others (Anandakrishnan et al., 2011; Bashford & Case,
2000; Brown & Case, 2006; Chen, 2010; Chen et al., 2006; Clark et al., 2009; Dominy &
Brooks, 1999; Feig & Brooks, 2004; Feig et al., 2004; Feig et al., 2008; Gallicchio et al.,
2009; Gallicchio et al., 2002; Grant et al., 2007; Grycuk, 2003; Im et al., 2003b; Jorgensen
et al., 2004; Labute, 2008; Lee et al., 2002; Onufriev et al., 2000; Onufriev et al., 2002;
Osapay et al., 1996; Tjong & Zhou; Tjong & Zhou, 2007b; Tsui & Case, 2000; Xu et al.,
2011; Zhu et al., 2005). The GB model describes the solvent as a continuum medium,
similar to the PB model, but provides a faster calculation of solvation energies and forces.
The model is an approximation to the Poisson equation energy; it models a solute particle as
a sphere whose internal dielectric permittivity coefficient is different from that of the
external solvent. Specifically, it uses the analytical solvation energy resulting from the
solution of the Poisson equation for a simple sphere (Born, 1920).

Analytical solutions to electrostatic problems associated with various simple dielectric
boundary conditions are discussed in many textbooks (Bottcher, 1952; Jackson, 1975). A
simple electrostatic model of a biomolecule in solution is a cavity with a charge distribution
embedded in a high-dielectric continuum medium. The problem can be further simplified by
considering a spherical cavity within which electrostatic interactions are calculated
explicitly. By Gauss’ Law, the electrostatic potential outside the sphere is given by the usual
Coulomb formula. However, since electric charges within the cavity polarize the high-
dielectric medium, the total electric potential inside the cavity includes this effect as well as
the direct Coulomb interactions between charges within the cavity. The electric potential
associated with the polarization is called the “reaction field” potential and can be
represented by a summation of Legendre polynomials (Kirkwood, 1934) or by the Coulomb
potential associated with image charges outside the cavity.

The image charge approach is usually formulated when the dielectric constant of medium is
much larger than that of the cavity, the reaction-field (RF) potential inside the cavity is
approximately (Deng & Cai, 2007; Friedman, 1975)
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where q′ is the image charge that will interact with the solute and r′ is the location of the
image charge outside the cavity. The total energy of the system, including both the gas-
phase interaction energy of source charges and the reaction-field energy, becomes (Wang &
Hermans, 1995):

where the sums implicitly exclude self-interactions for i = j. The first term of this energy
expression indicates the direct electrostatic interactions between source charges in the
cavity, whereas the second term includes the reaction field effect through the interactions
between the source charges and image charges. Note that the second term includes not only
the interaction between each source charge with the image charges of other source charges
but also that between each source charge with its own image charge. By placing solute
molecules in a spherical water droplet, Wang and Hermans adapted the Friedman’s image
charge method in molecular dynamic simulations to account for the dielectric effect outside
the simulated sphere (Wang & Hermans, 1995). Deng and Cai showed that Friedman’s
formula is the zero order term in the Kirkwood series expansion with respect to εin/ε0.
(Deng & Cai, 2007). It is also noted that Friedman’s approximation is inconsistent with
Born formula when all the charges are located at the center of the spherical cavity. Based on
the work by Neumann (Neumann, 1883), a multiple image of charge method was proposed
whereby the single image charge is replaced by a charge distribution extending from the
image charge position to infinity in the radial direction (Lindell, 1992; Norris, 1995). An
efficient fast multipole algorithm was developed to take advantage of the accuracy of the
multiple image method while making it computational tractable for simulation purposes (Cai
et al., 2007; Deng & Cai, 2007).

The Legendre polynomial solution the spherical system was given by Kirkwood in 1934
(Kirkwood, 1934). For a system with a set of point charges qk in a spherical cavity of radius
a, the reaction-field potential at r inside the sphere is given by

In the equation above, the dielectric constants inside the spherical cavity is εin. The terms

 are the multipole moments of the charge distribution inside the sphere. The
expansion reduces to the Born (Born, 1920) or Onsager (Onsager, 1936) approximation in
the special case of a single ion or dipole buried at the center of the spherical cavity.
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With growing interests in sophisticated electrostatic models involving point multipoles and
electronic polarization, the Kirkwood’s reaction-field theory has been extended beyond
partial charges. Orttung generalized the Kirkwood-Westheimer model (Kirkwood, 1938) for
different shapes, charges, and polarizabilities (Orttung, 1978). Warshel developed a
multiscale model to describe the interactions among explicit solute (point charge),
immediate solvation shell (point dipole) and the surrounding continuum (reaction-field)
(Warshel, 1979). Felder and Applequist introduced inducible dipoles to represent the solute
electrostatics and derived the corresponding reaction-field expressions for spherical and
ellipsoidal cavities (Felder & Applequist, 1981). Kong and Ponder obtained the reaction-
field energy and force for arbitrary point multipole distributions located off the center of the
spherical cavity (Kong, 1997). Nymand and Linse developed a reaction-field model for
solutes of point charges, dipoles and polarizabilities (Nymand & Linse, 2000). Recently,
Schnieders and Ponder introduced generalized Kirkwood (GK) model to eliminate the
partial charge restriction inherent to generalized Born (GB) analytic continuum electrostatics
(Schnieders & Ponder, 2007). GK defines a self-consistent reaction field for solutes modeled
by polarizable atomic multipoles, which are more accurate and transferable than partial
charges, but also more expensive. Davis developed an inducible multipole solvation model
that exhibits an exact series representation of the external electrostatic field for a collection
of dielectric cavities with centrosymetric internal charge distributions and arbitrary external
charge distributions (Davis, 1994). Fenley et al. (Fenley et al., 2008) derived a closed-form
analytical approximation to the Poisson equation for an arbitrary distribution of point
charges and a spherical dielectric boundary. Their simple, parameter-free formula was
obtained from the Kirkwood solution by an approximate summation method and presents
continuous electrostatic potential everywhere in space.

The generalized Born (GB) model can be thought of as a good analytical approximation to
the analytical models described above. In particular, it uses the analytical solvation energy
resulting from the solution of the Poisson equation for a simple sphere and needs a much
lower computational cost, compared to solving the PB equation. Using the GB model, the
electrostatic solvation free energy can be approximated by a modified form of the analytical
solvation energy for a sphere (Still et al., 1990):

where  denotes the effective Born radii (when i = j) and the effective interaction distance
(when i ≠ j) respectively. The most common form given by Still et al (1990) is

where Ri are the effective radii of the atoms and rij are the distance between atom i and j. It
is essential to calculate the effective radii of the atoms efficiently and accurately. A previous
study (Onufriev et al., 2002) demonstrated that the GB model can provide comparable
results to the Poisson equation when one uses perfect GB radii that reproduce the atoms’
self-energies as obtained from the Poisson equation. This observation implies that an
accurate estimation of the radii is critical for reliability of the GB model. Many studies have
been performed to improve the GB model with general corrections (Mongan et al., 2007) but
also with revised formulations aiming at biomacromolecules such as proteins and nucleic
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acids (Dominy & Brooks, 1999; Onufriev et al., 2000; Sigalov et al., 2006) and biological
membranes (Im et al., 2003; Tanizaki & Feig, 2005). The GB model has also been extended
to provide approximations to the full nonlinear PB (NLPB) equation because of its
computational benefit (Tjong & Zhou, 2007a; Tjong & Zhou, 2007b)

Continuum models for nonpolar solvation
The low-detail continuum polar solvation models above are generally decoupled from the
nonpolar energetics of the system. Therefore, nonpolar contributions must be added into the
system to complement the polar energetics. The importance of nonpolar solvation is well-
known but has often been treated with a very simple approximation that assumes nonpolar
energy is proportional to solvent-accessible area (Chothia, 1974; Massova & Kollman, 2000;
Sharp et al., 1991a; Sharp et al., 1991b; Wesson & Eisenberg, 1992)

This approximation is motivated by the solvation area of linear alkanes in water. Here γ is a
microscopic solvent surface tension parameter (not a macroscopic surface tension of
solvent) which can be chosen to reproduce the solvation free energy of nonpolar molecules
(Sharp et al., 1991a; Sharp et al., 1991b; Simonson & Brunger, 1994; Sitkoff et al., 1994b),
including model side chain analogues (Wesson & Eisenberg, 1992; Wimley et al., 1996).
The surface tension parameter can be modeled as a single universal value used for all atoms
or different values may be assigned for each atom type. While the simplest description has
been successful, it has several caveats, including the difficulty of rationalizing surface
tension parameter values (Chothia, 1974; Eisenberg & McLachlan, 1986; Sharp et al.,
1991a; Sharp et al., 1991b; Sitkoff et al., 1994b) as well as inaccurate descriptions of
detailed aspects of nonpolar solvation energies (Gallicchio & Levy, 2004), peptide
conformations (Su & Gallicchio, 2004), and nonpolar solvation forces (Wagoner & Baker,
2006).

Recent work (Gallicchio et al., 2000; Gallicchio & Levy, 2004; Levy et al., 2003; Wagoner
& Baker, 2006) has built upon a significant amount of existing research into nonpolar effects
(Ashbaugh, 2009; Ashbaugh & Pratt, 2006; Ben-Naim, 2006; Chandler, 2005; Gu et al.,
2004; Huang et al., 2001; Huang & Chandler, 2002; Hummer, 1999; Hummer & Garde,
1998; Hummer et al., 1996; Hummer et al., 2000; Pitera & van Gunsteren, 2001; Pratt, 2002;
Pratt & Chandler, 1977; Pratt & Pohorille, 1992; Pratt & Pohorille, 2002; Rajamani et al.,
2005; Tan et al., 2007) to develop computationally efficient, but more energetically
complete, models for nonpolar solvation energy that include important attractive van der
Waals interactions between solvent and solute (Gallicchio et al., 2000; Gallicchio & Levy,
2004; Gallicchio et al., 2002; Wagoner & Baker, 2006) and repulsive solvent-accessible
volume terms (Wagoner & Baker, 2006). For example, Wagoner and Baker proposed a
nonpolar solvation model based on the free energy functional (Wagoner & Baker, 2006):

where p is a solvent hydrodynamic pressure parameter, V is a solvent accessible volume,
and ρ̄ is the bulk solvent density. Here Ω denotes the solvent accessible region outside the

solute,  is the attractive component of the nonpolar interaction potential (for atom
i) between a solute in conformation x⃗ and solvent at position y⃗, and θ(x⃗, y⃗)is a characteristic
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function defined as a product of per-atom characteristic functions θi. This model showed
very good agreement with explicit solvent results, which suggests that the addition of
appropriate dispersion and volume terms is essential to describe atomic scale nonpolar
forces.

Recent studies on the solvation of atomistic and nanoscale solutes reveal that a coupling
exists between the hydrophobic, dispersion, and electrostatic contributions to the solvation
free energy. The fact that the effective location of the solvent-solute interface can rely on the
local electrostatic and dispersive (Huang & Chandler, 2002) potentials suggests that such
polar and nonpolar components should be coupled in implicit solvent models. For example,
Ashbaugh et al. (Ashbaugh & Paulaitis, 1998) pointed out that a correct balance between
nonpolar and polar (or electrostatic) contributions is critical in their study of amphiphiles.
To take into account polar-nonpolar coupling, Dzubiella et al (Dzubiella et al., 2006a;
Dzubiella et al., 2006b) proposed a theoretical formalism based on the minimization of the
Gibbs free energy of the solvent with respect to a solvent volume exclusion function. Unlike
existing implicit solvent approaches, the solvent-solute interface is an output of the model.
Therefore, the coupling is indeed implemented by the geometrical description of capillary
interfaces. The formalism captures the sensitivity of hydration to the particular form of the
solute-solvent interactions in agreement with recent computer simulations. More recently, as
discussed above, Wei, Baker, and Chen have combined the nonpolar free energy functional
introduced above with the PB polar solvation free energy functional for a self-consistent
description of solvation and biomolecular surfaces (Chen et al., 2011; Chen et al., 2010).

Hybrid models: the best of both worlds?
In a hybrid approach, physical models of different resolutions are used to treat different
regions of the molecular system. The region of interest is often modeled with a high level of
detail, using techniques such as quantum mechanics or explicit solvent, while the remainder
of the system is treated at lower levels of resolution. Such models are intrinsically
multiresolution and therefore include a wide range of multiscale simulation methodologies
that have been recently developed. This section will focus on a few key hybrid
methodologies that are either commonly used or particularly interesting as a complete
review of this broad field of multiscale modeling is infeasible.

Quasi-chemical theory
Many solute-solvent interactions, typically short-ranged and structurally specific, can be
characterized as chemical associations. Therefore, it is feasible to identify an inner shell
around the solute that will accommodate strongly associating solvent molecules, and an
outer shell that corresponds to the rest of the system, so that these regions can be treated
with high-detail and low-detail models, respectively (Pratt & Laviolette, 1998; Pratt et al.,
2001). Quasi-chemical theory provides a framework for such decomposition. The solvation
free energy of Li+, Na+, K+, Zn2+ and other alkaline divalent metal cations in water have
been successfully predicted on the basis of quasi-chemical theory and ab initio molecular
dynamics and provided good agreement with experiment (Asthagiri et al., 2004; Rempe et
al., 2004). The quasi-chemical method can provide a level of accuracy comparable to that
reported in QM, but it is far less expensive than the standard QM/MM method. However,
this method still has several limitations, including difficulty treating strongly disordered
solvation shells and heterogeneous environments.

Implicit-explicit solvation models
Over the years, a number of generalized reaction field methods have been implemented in
molecular simulations based on the continuum Kirkwood expansion (Tironi et al., 1995)
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with a variety of applications in explicit solvent molecular simulation methodology (Alper
& Levy, 1993; Baker et al., 1999; Beglov & Roux, 1994; Brooks, 1985; Brooks, 1987;
Hünenberger & Gunsteren, 1998; Lau et al., 1994; Schreiber & Steinhauser, 1992a;
Schreiber & Steinhauser, 1992b; Steinbach & Brooks, 1994; Tironi et al., 1995). However,
such reaction field methods also have a natural application to hybrid models. One such
example is the general solvent boundary potential (GSBP), where a sphere contains an
explicit solvent region while reaction influence of the surrounding environment is
represented by a continuum model (Im et al., 2001). The generalized solvent boundary
model has been applied to the calculation of protein-ligand binding free energy (Banavali et
al., 2002; Deng & Roux) and recently extended to QM/MM settings (Schaefer et al., 2005).

Lee et al. developed a hybrid solvation scheme to incorporate a continuum reaction field via
GB theory and use a generalized sum-over-spheres boundary, where water molecules are
constrained with respect to their closet solute atom location (Lee et al., 2004). The hybrid
method was first tested on single ion and protein L simulations; and the results achieved
similar equilibrium and dynamical observables as the conventional explicit solvent
simulations except with some deviations near the boundaries. The hybrid solvent model
combined with Replica Exchange Molecular Dynamics has been used to study the free
energy of formation of ion pairs using model peptides. This work suggested that the
structure of salt bridge in explicit solvent can be reproduced by the hybrid solvent approach,
but not by GB alone (Okur et al., 2006; Okur et al., 2008).

An important long-standing difficulty of mixed resolution solvent models are structural
artifacts near the explicit-implicit solvent boundary. A promising approach to solve this
challenging problem is the smoothly decoupled particle interface (SDPI) described recently
by Wagoner and Pande (Wagoner & Pande, 2011) that introduces a third, buffering shell
between an inner region of explicit solvent and an outer continuum solvent. The function of
the buffering shell is to transition smoothly the explicit particle density between that of the
innermost region to zero at the interface with the outer continuum.

Particle-based continuum models
An interesting particle-based macroscopic solvent model, which represents electronic and
oriental polarization of water molecules by an ensemble of polarizable pseudo-particles
(PPP) (Basdevant et al., 2004; Basdevant et al., 2006) in a framework that bears some
similarity to the polarizable Langevin dipoles of Warshel (Papazyan & Warshel, 1997;
Papazyan & Warshel, 1998) has recently been proposed. In this approach, the solute electric
field induces dipoles at the centers of the solvent PPPs which, in turn, interact with the
solute charge distribution. However, the solvent PPPs only interact with each other through
the van der Waals interactions. The theoretical foundation is built upon on Marcus’
functional for solvation free energy (Marcus, 1956). The functional is minimized to the
equilibrium condition following the Coulomb field approximation and a localized, off-lattice
Langevin dipole approach (Florián & Warshel, 1997) in which the solvent-solvent
polarization is ignored.(HaDuong et al., 2002). This novel approach has the potential to
bridge the gap between implicit and explicit solvent-based solvent methods. The PPP is
computationally more efficient than explicit solvent methods as it produces the macroscopic
dielectric response instantaneously. However, unlike implicit solvent methods, it aims to
directly capture nonpolar influences via solvent-solute van der Waals interactions without
resorting to additional approximations. While this method shows lower computational cost
than explicit models and can be extended to coarse-grained solutes (Basdevant et al., 2007;
Ha-Duong et al., 2009), the parameterization of the model is complicated, involving
empirically scaling the van der Waals radius based on the Born energy of ions and charges
of solute atoms to match Kirkwood solvation energy of a spherical cavity.
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Outlook and future directions
Despite the underlying assumptions and inconsistencies, researchers are dedicated to
develop and refine implicit models to be more accurate. Therefore, further research efforts
based on implicit solvent models should continue to focus on modifications to overcome
such limitations without significantly reducing the computational efficiencies of these
models.

Additionally, there is increasing effort to incorporate explicit polarization into the general
classical mechanics in different forms such as point dipole induction and Drude oscillators
to improve the electrostatic representation of biomolecules. Adoption of such polarizable
potentials in routine studies remains limited, mostly because of concerns about the
computational expense. Advances in computing power and efficient simulation algorithms;
however, will continue to reveal shortcomings of oversimplified fixed-charge potentials and
remind us of the missing physics. Additionally, development of advanced classical
electrostatic model beyond simple polarization is ongoing. In addition to polarization effect,
the local charge-transfer (CT) and penetration effects are demonstrated to play important
role for short-range molecular interactions in water (Kumar et al., 2010), aromatics
(Tafipolsky & Engels, 2011) and high-valence ions (Cisneros et al., 2008; Wu et al., 2010).
Incorporation of such effects significantly improves the accuracy in modeling the structural
and energetic details of these molecular clusters. Empirical, additive terms for CT (Hagberg
et al., 2005; Kumar et al., 2010) and penetration effects (Cisneros et al., 2008; Tafipolsky &
Engels, 2011) have been shown to be rather effective. Because of their short-range nature,
these interactions can be treated with local cutoffs and incur negligible additional
computational cost relative to polarizable electrostatics treated with particle-mesh Ewald
summation.

Advancements in the electrostatic representation of biomolecules and their solvent
environment have led to successful applications including small molecule solvation, pKas
and protein-ligand binding affinity prediction (Jiao et al., 2008; Jiao et al., 2006; Jiao et al.,
2009; Ren et al., 2011; Shi et al., 2011; Yang et al., 2011). Computational sampling can
however be the next bottleneck in achieving more accurate thermodynamic quantities in
complex molecular systems. Advancements in statistical mechanics theories are as
important. Although approaches such as free energy perturbation (FEP) (Grossfield et al.,
2003; Jorgensen, 1985; Postma et al., 1982; Torrie & Valleau, 1974) and application of
Bennett’s acceptance ratio (BAR) (Charles H, 1976; Jiao et al., 2008) may require little
additional work beyond what is required for molecular dynamics, methods such as
thermodynamic integration, lambda dynamics(Kong & Brooks Iii, 1996), meta-
dynamics(Barducci et al., 2011; Laio & Parrinello, 2002) and the orthogonal space random
walk (OSRW) strategy are more time-consuming to implement for polarizable atomic
multipole descriptions of electrostatics (Zheng et al., 2008; Zheng et al., 2009). Tenable, but
nontrivial, complications arise with the latter methods because of their dependency on the
derivative of the potential energy with respect to the state variable λ. For example, to the
best of our knowledge, a soft-core method to smoothly decouple atomic multipolar
interactions with respect to λ has yet to be described. Given the power of metadynamics-
based methods to enhance molecular dynamics sampling and reconstruct the free energy
surface along a few collective variables (Barducci et al., 2011), there is great motivation for
force field experts to work closely with developers of the leading statistical mechanics
algorithms in the future.

Ren et al. Page 35

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



Acknowledgments
The authors would like to thank Cornelia Brim for her help in preparing the manuscript, Greg Schenter for his
review and insightful comments, and Andy McCammon for his patience with this very overdue review. This work
was supported by NIH grants R01 GM069702, P41 RR0860516, R01 GM076121-04S1, and R01 GM090208-01.

References
AAQVIST J. Ion-water interaction potentials derived from free energy perturbation simulations. The

Journal of Physical Chemistry. 1990; 94(21):8021–8024.

ADAMS PL, STAHLEY MR, KOSEK AB, WANG JM, STROBEL SA. Crystal structure of a self-
splicing group I intron with both exons. Nature. 2004; 430(6995):45–50. [PubMed: 15175762]

ALEJANDRE J, HANSEN J. Ions in water: From ion clustering to crystal nucleation. Physical Review
E. 2007; 76(6):061505.

ALEXOV E, MEHLER EL, BAKER N, MBAPTISTA A, HUANG Y, MILLETTI F, ERIK NIELSEN
J, FARRELL D, CARSTENSEN T, OLSSON MHM, SHEN JK, WARWICKER J, WILLIAMS S,
WORD JM. Progress in the prediction of pKa values in proteins. Proteins: Structure, Function, and
Bioinformatics. 2011:n/a–n/a.

ALLEN TW, KUYUCAK S, CHUNG SH. Molecular dynamics estimates of ion diffusion in model
hydrophobic and KcsA potassium channels. Biophysical Chemistry. 2000; 86(1):1–14. [PubMed:
11011695]

ALLINGER, NL. Calculation of Molecular Structure and Energy by Force-Field Methods. In: Gold,
V.; Bethell, D., editors. Advances in Physical Organic Chemistry. Vol. 13. Academic Press; 1976.
p. 1-82.

ALLISON S. Boundary element modeling of biomolecular transport. Biophysical Chemistry. 2001;
93(2–3):197–213. [PubMed: 11804726]

ALPER, H.; LEVY, RM. Dielectric and thermodynamic response of a generalized reaction field model
for liquid state simulations. AIP; 1993.

ALTMAN MD, BARDHAN JP, WHITE JK, TIDOR B. Accurate solution of multi-region continuum
biomolecule electrostatic problems using the linearized Poisson-Boltzmann equation with curved
boundary elements. Journal of Computational Chemistry. 2009; 30(1):132–153. [PubMed:
18567005]

ANANDAKRISHNAN R, DAGA M, ONUFRIEV A. An n log n Generalized Born Approximation.
Journal of Chemical Theory and Computation. 2011; 7(3):544–559.

ANDERSON CF, RECORD MT. Ion Distributions Around DNA and other Cylindrical Polyions:
Theoretical Descriptions and Physical Implications. Annual Review of Biophysics and
Biophysical Chemistry. 1990; 19(1):423–463.

ANDERSON CF, RECORD MT. Salt-nucleic acid interactions. Annual Review of Physical
Chemistry. 1995; 46:657–700.

ANGELINI T, GOLESTANIAN R, CORIDAN R, BUTLER J, BERAUD A, KRISCH M, SINN H,
SCHWEIZER K, WONG G. Counterions between charged polymers exhibit liquid-like
organization and dynamics. Proceedings of the National Academy of Sciences. 2006; 103(21):
7962–7967.

ANGELINI T, LIANG H, WRIGGERS W, WONG G. Like-charge attraction between polyelectrolytes
induced by counterion charge density waves. Proceedings of the National Academy of Sciences of
the United States of America. 2003; 100(15):8634–8637. [PubMed: 12853566]

ANSELL S, BARNES AC, MASON PE, NEILSON GW, RAMOS S. X-ray and neutron scattering
studies of the hydration structure of alkali ions in concentrated aqueous solutions. Biophysical
Chemistry. 2006; 124(3):171–179. [PubMed: 16815625]

ANTOSIEWICZ J. Protonation free energy levels in complex molecular systems. Biopolymers. 2008;
89(4):262–269. [PubMed: 17806123]

ANTOSIEWICZ J, BRIGGS J, ELCOCK A, GILSON M, MCCAMMON A. Computing ionization
states of proteins with a detailed charge model. J Comput Chem. 1996a; 17(14):1633–1644.

Ren et al. Page 36

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



ANTOSIEWICZ J, MCCAMMON JA, GILSON MK. The determinants of pKas in proteins.
Biochemistry. 1996b; 35(24):7819–7833. [PubMed: 8672483]

APPLEQUIST J. Cartesian Polytensors. Journal of Mathematical Physics. 1983; 24(4):736–741.

APPLEQUIST J. FUNDAMENTAL RELATIONSHIPS IN THE THEORY OF ELECTRIC
MULTIPOLE MOMENTS AND MULTIPOLE POLARIZABILITIES IN STATIC FIELDS.
Chemical Physics. 1984; 85(2):279–290.

APPLEQUIST, J. A multipole interaction theory of electric polarization of atomic and molecular
assemblies. AIP; 1985.

APPLEQUIST J. Traceless Cartesian Tensor Forms for Spherical Harmonic-Functions - New
Theorems and Applications to Electrostatics of Dielectric Media. Journal of Physics a-
Mathematical and General. 1989; 22(20):4303–4330.

APPLEQUIST J. Atom charge transfer in molecular polarizabilities: application of the Olson-
Sundberg model to aliphatic and aromatic hydrocarbons. The Journal of Physical Chemistry. 1993;
97(22):6016–6023.

APPLEQUIST J, CARL JR, FUNG KK. An Atom Dipole Interaction Model for Molecular
Polarizability. Application to Polyatomic Molecules and Determination of Atom Polarizabilities.
Journal of the American Chemical Society. 1972; 94(9):2952–2960.

AQVIST J, WARSHEL A. Energetics of ion permeation through membrane channels. Solvation of Na
+ by gramicidin. A Biophysical Journal. 1989; 56(1):171–182.

ARAI S, CHATAKE T, OHHARA T, KURIHARA K, TANAKA I, SUZUKI N, FUJIMOTO Z,
MIZUNO H, NIIMURA N. Complicated water orientations in the minor groove of the B-DNA
decamer d(CCATTAATGG)2 observed by neutron diffraction measurements. Nucleic Acids
Research. 2005; 33(9):3017–3024. [PubMed: 15914673]

ARAKAWA T, TIMASHEFF S. Mechanism of protein salting in and salting out by divalent cation
salts: balance between hydration and salt binding. Biochemistry. 1984; 23(25):5912–5923.
[PubMed: 6525340]

AROTI A, LEONTIDIS E, DUBOIS M, ZEMB T. Effects of Monovalent Anions of the Hofmeister
Series on DPPC Lipid Bilayers Part I: Swelling and In-Plane Equations of State. Biophysical
Journal. 2007; 93(5):1580–1590. [PubMed: 17496051]

AROTI A, LEONTIDIS E, MALTSEVA E, BREZESINSKI G. Effects of Hofmeister Anions on
DPPC Langmuir Monolayers at the Air-Water Interface. The Journal of Physical Chemistry B.
2004; 108(39):15238–15245.

ASHBAUGH H. Entropy crossover from molecular to macroscopic cavity hydration. Chemical
Physics Letters. 2009; 477(1–3):109–111.

ASHBAUGH H, PAULAITIS M. A Molecular/Continuum Thermodynamic Model of Hydration. The
Journal of Physical Chemistry B. 1998; 102(26):5029–5032.

ASHBAUGH H, PRATT L. Colloquium: Scaled particle theory and the length scales of
hydrophobicity. Reviews of Modern Physics. 2006; 78(1):159–178.

ASHBAUGH H, TRUSKETT T. Putting the squeeze on cavities in liquids: Quantifying pressure
effects on solvation using simulations and scaled-particle theory. The Journal of Chemical Physics.
2011; 134(1):014507. [PubMed: 21219007]

ASTHAGIRI D, PRATT L, PAULAITIS M, REMPE S. Hydration structure and free energy of
biomolecularly specific aqueous dications, including Zn2+ and first transition row metals. Journal
of the American Chemical Society. 2004; 126(4):1285–1289. [PubMed: 14746502]

ÅSTRAND PO, LINSE P, KARLSTRÖM G. Molecular dynamics study of water adopting a potential
function with explicit atomic dipole moments and anisotropic polarizabilities. Chemical Physics.
1995; 191(1–3):195–202.

ATTARD, P. Thermodynamics and statistical mechanics: equilibrium by entropy maximisation. San
Diego: Academic Press; 2002.

AUFFINGER P, CHEATHAM T, VAIANA A. Spontaneous Formation of KCl Aggregates in
Biomolecular Simulations: A Force Field Issue? Journal of Chemical Theory and Computation.
2007; 3(5):1851–1859.

AUFFINGER P, HASHEM Y. Nucleic acid solvation: from outside to insight. Current Opinion in
Structural Biology. 2007; 17(3):325–333. [PubMed: 17574833]

Ren et al. Page 37

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



AUFFINGER P, WESTHOF E. RNA solvation: A molecular dynamics simulation perspective.
Biopolymers. 2000a; 56(4):266–274. [PubMed: 11754340]

AUFFINGER P, WESTHOF E. Water and ion binding around RNA and DNA (C,G) oligomers1.
Journal of Molecular Biology. 2000b; 300(5):1113–1131. [PubMed: 10903858]

AUFFINGER P, WESTHOF E. Water and ion binding around r(UpA)12and d(TpA)12Oligomers -
comparison with RNA and DNA (CpG)12 duplexes1. Journal of Molecular Biology. 2001; 305(5):
1057–1072. [PubMed: 11162114]

AZAM SS, HOFER TS, RANDOLF BR, RODE BM. Hydration of Sodium(I) and Potassium(I)
Revisited: A Comparative QM/MM and QMCF MD Simulation Study of Weakly Hydrated Ions.
The Journal of Physical Chemistry A. 2009; 113(9):1827–1834. [PubMed: 19203258]

AZUARA C, ORLAND H, BON M, KOEHL P, DELARUE M. Incorporating Dipolar Solvents with
Variable Density in Poisson-Boltzmann Electrostatics. Biophys J. 2008; 95(12):5587–5605.
[PubMed: 18820239]

BADER, RFW. Atoms in Molecules - A Quantum Theory. Oxford: Oxford University Press; 1990.

BAER M, MUNDY C. Toward an Understanding of the Specific Ion Effect Using Density Functional
Theory. The Journal of Physical Chemistry Letters. 2011; 2(9):1088–1093.

BAJAJ C. Dynamic maintenance and visualization of molecular surfaces. Discrete Applied
Mathematics. 2003; 127(1):23–51.

BAJAJ C, CHEN SC, RAND A. An Efficient Higher-Order Fast Multipole Boundary Element
Solution for Poisson–Boltzmann-Based Molecular Electrostatics. SIAM Journal on Scientific
Computing. 2011; 33(2):826. [PubMed: 21660123]

BAKER CM, LOPES PE, ZHU X, ROUX B, MACKERELL AD JR. Accurate Calculation of
Hydration Free Energies using Pair-Specific Lennard-Jones Parameters in the CHARMM Drude
Polarizable Force Field. Journal of Chemical Theory and Computation. 2010; 6(4):1181–1198.
[PubMed: 20401166]

BAKER N. Biomolecular Applications of Poisson–Boltzmann Methods. Reviews in Computational
Chemistry. 2005a; 21:349–379.

BAKER N. Improving implicit solvent simulations: a Poisson-centric view. Current Opinion in
Structural Biology. 2005b; 15(2):137–143. [PubMed: 15837170]

BAKER, N.; BASHFORD, D.; CASE, D. Implicit Solvent Electrostatics in Biomolecular Simulation.
In: Barth, T.; Griebel, M.; Keyes, D.; Nieminen, R.; Roose, D.; Schlick, T.; Leimkuhler, B.;
Chipot, C.; Elber, R.; Laaksonen, A.; Mark, A.; Schütte, C.; Skeel, R., editors. New Algorithms
for Macromolecular Simulation. Vol. 49. Springer; Berlin Heidelberg: 2006. p. 263-295.

BAKER N, HOLST M, WANG F. Adaptive multilevel finite element solution of the Poisson–
Boltzmann equation II. Refinement at solvent-accessible surfaces in biomolecular systems. J
Comput Chem. 2000; 21(15):1343–1352.

BAKER N, HÜNENBERGER P, MCCAMMON A. Polarization around an ion in a dielectric
continuum with truncated electrostatic interactions. The Journal of Chemical Physics. 1999;
110(22):10679–10692.

BAKER, NA. Poisson–Boltzmann Methods for Biomolecular Electrostatics. Vol. 383. Elsevier; 2004.
p. 94-118.

BAKER NA, SEPT D, HOLST MJ, MCCAMMON JA. The adaptive multilevel finite element
solution of the Poisson–Boltzmann equation on massively parallel computers. IBM Journal of
Research and Development. 2001a; 45(3):427–438.

BAKER NA, SEPT D, JOSEPH S, HOLST MJ, MCCAMMON JA. Electrostatics of nanosystems:
application to microtubules and the ribosome. Proceedings of the National Academy of Sciences
of the United States of America. 2001b; 98(18):10037–10041. [PubMed: 11517324]

BALDWIN RL. How Hofmeister ion interactions affect protein stability. Biophysical Journal. 1996;
71(4):2056–2063. [PubMed: 8889180]

BALLIN J, SHKEL I, RECORD T. Interactions of the KWK6 cationic peptide with short nucleic acid
oligomers: demonstration of large Coulombic end effects on binding at 0.1–0.2 M salt. Nucleic
Acids Research. 2004; 32(11):3271–3281. [PubMed: 15205469]

BANAVALI N, IM W, ROUX B. Electrostatic free energy calculations using the generalized solvent
boundary potential method. The Journal of Chemical Physics. 2002; 117(15):7381–7388.

Ren et al. Page 38

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



BANK R, HOLST M. A New Paradigm for Parallel Adaptive Meshing Algorithms. SIAM Review.
2003; 45(2):291–323.

BARAN K, CHIMENTI M, SCHLESSMAN J, FITCH C, HERBST K, GARCIA-MORENO B.
Electrostatic Effects in a Network of Polar and Ionizable Groups in Staphylococcal Nuclease.
Journal of Molecular Biology. 2008; 379(5):1045–1062. [PubMed: 18499123]

BARDHAN J. Nonlocal continuum electrostatic theory predicts surprisingly small energetic penalties
for charge burial in proteins. The Journal of Chemical Physics. 2011; 135(10):104113. [PubMed:
21932882]

BARDUCCI A, BONOMI M, PARRINELLO M. Metadynamics. Wiley Interdisciplinary Reviews:
Computational Molecular Science. 2011; 1(5):826–843.

BARILLARI C, TAYLOR J, VINER R, ESSEX JW. Classification of Water Molecules in Protein
Binding Sites. Journal of the American Chemical Society. 2007; 129(9):2577–2587. [PubMed:
17288418]

BASDEVANT N, BORGIS D, HA-DUONG T. A semi-implicit solvent model for the simulation of
peptides and proteins. Journal of Computational Chemistry. 2004; 25(8):1015–1029. [PubMed:
15067677]

BASDEVANT N, BORGIS D, HA-DUONG T. A Coarse-Grained Protein-Protein Potential Derived
from an All-Atom Force Field. The Journal of Physical Chemistry B. 2007; 111(31):9390–9399.
[PubMed: 17616119]

BASDEVANT N, HA-DUONG T, BORGIS D. Particle-Based Implicit Solvent Model for
Biosimulations: Application to Proteins and Nucleic Acids Hydration. Journal of Chemical Theory
and Computation. 2006; 2(6):1646–1656.

BASHFORD, D. An object-oriented programming suite for electrostatic effects in biological
molecules An experience report on the MEAD project Scientific Computing in Object-Oriented
Parallel Environments. Ishikawa, Y.; Oldehoeft, R.; Reynders, J.; Tholburn, M., editors. Vol.
1343. Springer; Berlin / Heidelberg: 1997. p. 233-240.

BASHFORD D, CASE DA. Generalized born models of macromolecular solvation effects. Annual
Review of Physical Chemistry. 2000; 51:129–152.

BASHFORD D, KARPLUS M. pKa’s of ionizable groups in proteins: atomic detail from a continuum
electrostatic model. Biochemistry. 1990; 29(44):10219–10225. [PubMed: 2271649]

BASILEVSKY M, PARSONS D. Nonlocal continuum solvation model with exponential susceptibility
kernels. The Journal of Chemical Physics. 1998; 108(21):9107–9113.

BASTOS M, CASTRO V, MREVLISHVILI G, TEIXEIRA J. Hydration of ds-DNA and ss-DNA by
Neutron Quasielastic Scattering. Biophysical Journal. 2004; 86(6):3822–3827. [PubMed:
15189878]

BAUER BA, LUCAS TR, MENINGER DJ, PATEL S. Water Permeation Through DMPC Lipid
Bilayers using Polarizable Charge Equilibration Force Fields. Chemical Physics Letters. 2011;
508(4–6):289–294. [PubMed: 21647243]

BAUER BA, PATEL S. Properties of water along the liquid-vapor coexistence curve via molecular
dynamics simulations using the polarizable TIP4P-QDP-LJ water model. The Journal of Chemical
Physics. 2009; 131(8):084709. [PubMed: 19725623]

BAYLY C, CIEPLAK P, CORNELL W, KOLLMAN P. A well-behaved electrostatic potential based
method using charge restraints for deriving atomic charges: the RESP model. The Journal of
Physical Chemistry. 1993; 97(40):10269–10280.

BEGLOV D, ROUX B. Finite representation of an infinite bulk system: Solvent boundary potential for
computer simulations. The Journal of Chemical Physics. 1994; 100(12):9050–9063.

BEGLOV D, ROUX B. Solvation of complex molecules in a polar liquid: An integral equation theory.
The Journal of Chemical Physics. 1996; 104(21):8678–8689.

BEGLOV D, ROUX B. An Integral Equation To Describe the Solvation of Polar Molecules in Liquid
Water. The Journal of Physical Chemistry B. 1997; 101(39):7821–7826.

BEN-AMOTZ D. Global thermodynamics of hydrophobic cavitation, dewetting, and hydration. The
Journal of Chemical Physics. 2005; 123(18)

BEN-NAIM A. Solvation and solubility of globular proteins. Pure and Applied Chemistry. 1997;
69(11):2239–2244.

Ren et al. Page 39

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



BEN-NAIM, A. Molecular Theory of Solutions. Oxford: Oxford University Press; 2006.

BEN-YAAKOV D, ANDELMAN D, HARRIES D, PODGORNIK R. Beyond standard Poisson–
Boltzmann theory: ion-specific interactions in aqueous solutions. Journal of Physics: Condensed
Matter. 2009; 21(42):424106.

BEN-YAAKOV D, ANDELMAN D, PODGORNIK R, HARRIES D. Ion-specific hydration effects:
Extending the Poisson-Boltzmann theory. Current Opinion in Colloid & Interface Science. 2011

BENANTI EL, CHIVERS PT. The N-terminal arm of the Helicobacter pylori Ni2+-dependent
transcription factor NikR is required for specific DNA binding. The Journal of biological
chemistry. 2007; 282(28):20365–20375. [PubMed: 17522054]

BERENDSEN HJC, GRIGERA JR, STRAATSMA TP. The missing term in effective pair potentials.
The Journal of Physical Chemistry. 1987; 91(24):6269–6271.

BERENDSEN, HJC.; POSTMA, JPM.; VAN GUNSTEREN, WF.; HERMANS, J. Interaction Models
for Water in Relation to Protein Hydration. In: Pullmann, B., editor. Intermolecular Forces.
Dordrecht: D. Reidel Publishing Company; 1981. p. 331-342.

BERKOWITZ M, VÁCHA R. Aqueous Solutions at the Interface with Phospholipid Bilayers.
Accounts of Chemical Research. 2000; 0(0)

BERNAL J. A Theory of Water and Ionic Solution, with Particular Reference to Hydrogen and
Hydroxyl Ions. J Chem Phys. 1933; 1(8):515.

BERNARDO DN, DING Y, KROGH-JESPERSEN K, LEVY RM. An Anisotropic Polarizable Water
Model: Incorporation of All-Atom Polarizabilities into Molecular Mechanics Force Fields. Journal
of Physical Chemistry. 1994; 98:4180–4187.

BERNE B, WEEKS J, ZHOU R. Dewetting and hydrophobic interaction in physical and biological
systems. Annual Review of Physical Chemistry. 2009; 60(1):85–103.

BERTINI I, DEL BIANCO C, GELIS I, KATSAROS N, LUCHINAT C, PARIGI G, PEANA M,
PROVENZANI A, ZORODDU MA. Experimentally exploring the conformational space sampled
by domain reorientation in calmodulin. Proceedings of the National Academy of Sciences of the
United States of America. 2004; 101(18):6841–6846. [PubMed: 15100408]

BESTEMAN K, ZEVENBERGEN MAG, HEERING HA, LEMAY SG. Direct Observation of Charge
Inversion by Multivalent Ions as a Universal Electrostatic Phenomenon. Physical Review Letters.
2004; 93(17):170802. [PubMed: 15525062]

BESTEMAN K, ZEVENBERGEN MAG, LEMAY SG. Charge inversion by multivalent ions:
Dependence on dielectric constant and surface-charge density. Physical Review E. 2005; 72(6):
061501.

BHARADWAJ R, WINDEMUTH A, SRIDHARAN S, HONIG B, NICHOLLS A. The fast multipole
boundary element method for molecular electrostatics: An optimal approach for large systems. J
Comput Chem. 1995; 16(7):898–913.

BILLETER M. Hydration and DNA Recognition by Homeodomains. Cell. 1996; 85(7):1057–1065.
[PubMed: 8674112]

BIRGE, RR. Calculation of molecular polarizabilities using an anisotropic atom point dipole
interaction model which includes the effect of electron repulsion. AIP; 1980.

BOMBARDA E, ULLMANN MM. pH-Dependent pKa Values in Proteins--A Theoretical Analysis of
Protonation Energies with Practical Consequences for Enzymatic Reactions. The Journal of
Physical Chemistry B. 2010; 114(5):1994–2003. [PubMed: 20088566]

BONE S. Dielectric studies of water clusters in cyclodextrins: Relevance to the transition between
slow and fast forms of thrombin. The journal of physical chemistry B. 2006; 110(41):20609–
20614. [PubMed: 17034250]

BONE S. Structural Flexibility in Hydrated Proteins. The Journal of Physical Chemistry B. 2008;
112(32):10071–10075. [PubMed: 18646818]

BONVIN A, SUNNERHAGEN M, OTTING G, VAN GUNSTEREN W. Water molecules in DNA
recognition II: a molecular dynamics view of the structure and hydration of the trp operator1.
Journal of Molecular Biology. 1998; 282(4):859–873. [PubMed: 9743632]

BORDNER AJ, HUBER GA. Boundary element solution of the linear Poisson–Boltzmann equation
and a multipole method for the rapid calculation of forces on macromolecules in solution. J
Comput Chem. 2003; 24(3):353–367. [PubMed: 12548727]

Ren et al. Page 40

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



BORN M. Volume and Heat of Hydration of Ions. Z Phys. 1920; 1:45–48.

BORUKHOV I, ANDELMAN D, ORLAND H. Steric Effects in Electrolytes: A Modified Poisson-
Boltzmann Equation. Physical Review Letters. 1997; 79(3):435–438.

BORUKHOV I, ANDELMAN D, ORLAND H. Adsorption of large ions from an electrolyte solution:
a modified Poisson–Boltzmann equation. Electrochimica Acta. 2000; 46(2–3):221–229.

BOSCHITSCH A, FENLEY M. Hybrid boundary element and finite difference method for solving the
nonlinear Poisson–Boltzmann equation. J Comput Chem. 2004; 25(7):935–955. [PubMed:
15027106]

BOSCHITSCH A, FENLEY M, ZHOU HX. Fast Boundary Element Method for the Linear Poisson-
Boltzmann Equation. The Journal of Physical Chemistry B. 2002; 106(10):2741–2754.

BOSIO L, CHEN SH, TEIXEIRA J. Isochoric temperature differential of the x-ray structure factor and
structural rearrangements in low-temperature heavy water. Physical Review A. 1983; 27(3):1468.

BOSTRÖM M, KUNZ W, NINHAM BW. Hofmeister effects in surface tension of aqueous electrolyte
solution. Langmuir: the ACS journal of surfaces and colloids. 2005a; 21(6):2619–2623.

BOSTRÖM M, NINHAM BW. Contributions from Dispersion and Born Self-Free Energies to the
Solvation Energies of Salt Solutions. The Journal of Physical Chemistry B. 2004; 108(33):
12593–12595.

BOSTRÖM M, NINHAM BW. Energy of an ion crossing a low dielectric membrane: the role of
dispersion self-free energy. Biophysical Chemistry. 2005; 114(2–3):95–101. [PubMed:
15829342]

BOSTRÖM M, TAVARES FW, BRATKO D, NINHAM BW. Specific ion effects in solutions of
globular proteins: comparison between analytical models and simulation. The journal of physical
chemistry B. 2005b; 109(51):24489–24494.

BOSTRÖM M, WILLIAMS DRM, NINHAM BW. Specific Ion Effects: Why the Properties of
Lysozyme in Salt Solutions Follow a Hofmeister Series. Biophys J. 2003a; 85(2):686–694.

BOSTRÖM M, WILLIAMS DRM, STEWART PR, NINHAM BW. Hofmeister effects in membrane
biology: The role of ionic dispersion potentials. Physical Review E. 2003b; 68(4):041902.

BOTTCHER, CJF. Theory of electrostatic polarisation. Amsterdam: Elsevier; 1952.

BRADLEY, DF.; LIFSON, S.; HONIG, B. Electronic Aspects of Biochemistry. New York: Academic
Press; 1964. Theory of Optical and Other Properties of Biopolymers: Applicability and
Elimination of the First-Neighbor and Diople-Diople Approximations.

BRADLEY M, CHIVERS P, BAKER N. Molecular Dynamics Simulation of the Escherichia coli
NikR Protein: Equilibrium Conformational Fluctuations Reveal Interdomain Allosteric
Communication Pathways. Journal of Molecular Biology. 2008; 378(5):1155–1173. [PubMed:
18433769]

BRDARSKI S, ASTRAND PO, KARLSTROM G. The Inclusion of Electron Correlation in
Intermolecular Potentials: Applications to the Formamide Dimer and Liquid Formamide.
Theoretical Chemistry Accounts. 2000; 105(1):7–14.

BRENEMAN C, WIBERG K. Determining atom-centered monopoles from molecular electrostatic
potentials. The need for high sampling density in formamide conformational analysis. J Comput
Chem. 1990; 11(3):361–373.

BROBJER JT, MURRELL JN. A method for calculating the electrostatic energy between small polar
molecules. The multipole-fitted point-charge method. Journal of the Chemical Society, Faraday
Transactions 2: Molecular and Chemical Physics. 1982; 78(11):1853–1870.

BROOKS BR, BROOKS CL, MACKERELL AD, NILSSON L, PETRELLA RJ, ROUX B, WON Y,
ARCHONTIS G, BARTELS C, BORESCH S, CAFLISCH A, CAVES L, CUI Q, DINNER AR,
FEIG M, FISCHER S, GAO J, HODOSCEK M, IM W, KUCZERA K, LAZARIDIS T, MA J,
OVCHINNIKOV V, PACI E, PASTOR RW, POST CB, PU JZ, SCHAEFER M, TIDOR B,
VENABLE RM, WOODCOCK HL, WU X, YANG W, YORK DM, KARPLUS M. CHARMM:
The biomolecular simulation program. J Comput Chem. 2009; 30(10):1545–1614. [PubMed:
19444816]

BROOKS C. Structural and energetic effects of truncating long ranged interactions in ionic and polar
fluids. J Chem Phys. 1985; 83(11):5897.

Ren et al. Page 41

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



BROOKS, CL. The influence of long?range force truncation on the thermodynamics of aqueous ionic
solutions. AIP; 1987.

BROWN R, CASE D. Second derivatives in generalized Born theory. Journal of Computational
Chemistry. 2006; 27(14):1662–1675. [PubMed: 16900491]

BRYCE, RA.; VINCENT, MA.; MALCOLM, NOJ.; HILLIER, IH.; BURTON, NA. Cooperative
effects in the structuring of fluoride water clusters: Ab initio hybrid quantum mechanical/
molecular mechanical model incorporating polarizable fluctuating charge solvent. AIP; 1998.

BUCHER D, RAUGEI S, GUIDONI L, DAL PERARO M, ROTHLISBERGER U, CARLONI P,
KLEIN ML. Polarization effects and charge transfer in the KcsA potassium channel. Biophysical
Chemistry. 2006; 124(3):292–301. [PubMed: 16737771]

BUCKINGHAM AD. Permanent and Induced Molecular Moments and Long-Range Intermolecular
Forces. Adv Chem Phys. 1967; 12:107–142.

BURLEY DM, HUTSON VCL, OUTHWAITE CW. A treatment of the volume and fluctuation term
in Poisson’s equation in the Debye-Huckel theory of strong electrolyte solutions. Molecular
Physics. 1974; 27(1)

BURNHAM CJ, XANTHEAS SS. Development of Transferable Interaction Models for Water. I.
Prominent Features of the Water Dimer Potential Energy Surface. Journal of Chemical Physics.
2002; 116(4):1479–1492.

BURYKIN A, KATO M, WARSHEL A. Exploring the origin of the ion selectivity of the KcsA
potassium channel. Proteins: Structure, Function, and Bioinformatics. 2003; 52(3):412–426.

BUTLER J, ANGELINI T, TANG J, WONG G. Ion Multivalence and Like-Charge Polyelectrolyte
Attraction. Physical Review Letters. 2003; 91(2):028301. [PubMed: 12906514]

CAI W, DENG S, JACOBS D. Extending the fast multipole method to charges inside or outside a
dielectric sphere. Journal of Computational Physics. 2007; 223(2):846–864.

CALIMET N, SIMONSON T. Cys(x)His(y)-Zn2+ interactions: possibilities and limitations of a
simple pairwise force field. Journal of molecular graphics & modelling. 2006; 24(5):404–411.
[PubMed: 16298534]

CARNIE, SL.; TORRIE, GM. Advances in Chemical Physics. John Wiley & Sons, Inc; 2007. The
Statistical Mechanics of the Electrical Double Layer; p. 141-253.

CARRINGTON P, CHIVERS P, AL-MJENI F, SAUER R, MARONEY M. Nickel coordination is
regulated by the DNA-bound state of NikR. Nature structural biology. 2003; 10(2):126–130.

CARSTENSEN T, FARRELL D, HUANG Y, BAKER NA, NIELSEN JE. On the development of
protein pK(a) calculation algorithms. Proteins. 2011:n/a–n/a.

CASE DA, CHEATHAM TE, DARDEN T, GOHLKE H, LUO R, MERZ KM, ONUFRIEV A,
SIMMERLING C, WANG B, WOODS RJ. The Amber biomolecular simulation programs.
Journal of Computational Chemistry. 2005; 26(16):1668–1688. [PubMed: 16200636]

CASTAÑEDA C, FITCH C, MAJUMDAR A, KHANGULOV V, SCHLESSMAN J, GARCÍA-
MORENO B. Molecular determinants of the pKa values of Asp and Glu residues in
staphylococcal nuclease. Proteins. 2009; 77(3):570–588. [PubMed: 19533744]

CATE JH, GOODING AR, PODELL E, ZHOU K, GOLDEN BL, KUNDROT CE, CECH TR,
DOUDNA JA. Crystal Structure of a Group I Ribozyme Domain: Principles of RNA Packing.
Science. 1996; 273(5282):1678–1685. [PubMed: 8781224]

CERUTTI D, BAKER N, MCCAMMON A. Solvent reaction field potential inside an uncharged
globular protein: a bridge between implicit and explicit solvent models? The Journal of Chemical
Physics. 2007; 127(15)

CHANDLER D. Structures of Molecular Liquids. Annual Review of Physical Chemistry. 1978; 29(1):
441–471.

CHANDLER D. Interfaces and the driving force of hydrophobic assembly. Nature. 2005; 437(7059):
640–647. [PubMed: 16193038]

CHANDLER D, MCCOY JD, SINGER SJ. Density functional theory of nonuniform polyatomic
systems. I. General formulation. Journal of Chemical Physics. 1986; 85(10):5971–5976.

CHANG TM, DANG L. Recent advances in molecular simulations of ion solvation at liquid
interfaces. Chemical Reviews. 2006; 106(4):1305–1322. [PubMed: 16608182]

Ren et al. Page 42

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



CHARLES HB. Efficient estimation of free energy differences from Monte Carlo data. Journal of
Computational Physics. 1976; 22(2):245–268.

CHATURVEDI UC, SHRIVASTAVA R. Interaction of viral proteins with metal ions: role in
maintaining the structure and functions of viruses. FEMS Immunology and Medical
Microbiology. 2005; 43(2):105–114. [PubMed: 15681139]

CHAUDHRY J, BOND S, OLSON L. Finite Element Approximation to a Finite-Size Modified
Poisson-Boltzmann Equation. Journal of Scientific Computing. 2011; 47(3):347–364.

CHEN A, DRAPER D, PAPPU R. Molecular Simulation Studies of Monovalent Counterion-Mediated
Interactions in a Model RNA Kissing Loop. Journal of Molecular Biology. 2009a; 390(4):805–
819. [PubMed: 19482035]

CHEN, A.; MARUCHO, M.; BAKER, N.; PAPPU, R. Simulations of RNA Interactions with
Monovalent Ions. Vol. 469. Elsevier; 2009b. p. 411-432.

CHEN A, PAPPU R. Parameters of Monovalent Ions in the AMBER-99 Forcefield: Assessment of
Inaccuracies and Proposed Improvements. The Journal of Physical Chemistry B. 2007a; 111(41):
11884–11887. [PubMed: 17887792]

CHEN A, PAPPU R. Quantitative Characterization of Ion Pairing and Cluster Formation in Strong 1:1
Electrolytes. The Journal of Physical Chemistry B. 2007b; 111(23):6469–6478. [PubMed:
17518490]

CHEN D, CHEN Z, CHEN C, GENG W, WEI GW. MIBPB: a software package for electrostatic
analysis. Journal of Computational Chemistry. 2011a; 32(4):756–770. [PubMed: 20845420]

CHEN J. Effective Approximation of Molecular Volume Using Atom-Centered Dielectric Functions in
Generalized Born Models. Journal of Chemical Theory and Computation. 2010; 6(9):2790–2803.

CHEN J, IM W, BROOKS C. Balancing solvation and intramolecular interactions: toward a consistent
generalized Born force field. Journal of the American Chemical Society. 2006; 128(11):3728–
3736. [PubMed: 16536547]

CHEN L, HOLST M, XU J. The Finite Element Approximation of the Nonlinear Poisson–Boltzmann
Equation. SIAM Journal on Numerical Analysis. 2007a; 45(6):2298.

CHEN SW, HONIG B. Monovalent and Divalent Salt Effects on Electrostatic Free Energies Defined
by the Nonlinear Poisson-Boltzmann Equation: Application to DNA Binding Reactions. The
Journal of Physical Chemistry B. 1997; 101(44):9113–9118.

CHEN X, YANG T, KATAOKA S, CREMER P. Specific Ion Effects on Interfacial Water Structure
near Macromolecules. Journal of the American Chemical Society. 2007b; 129(40):12272–12279.
[PubMed: 17880076]

CHEN YG, WEEKS J. Local molecular field theory for effective attractions between like charged
objects in systems with strong Coulomb interactions. Proceedings of the National Academy of
Sciences of the United States of America. 2006; 103(20):7560–7565. [PubMed: 16670200]

CHEN Z, BAKER N, WEI G. Differential geometry based solvation model II: Lagrangian
formulation. Journal of Mathematical Biology. 2011b:1–62.

CHEN Z, BAKER N, WEI GW. Differential geometry based solvation model I: Eulerian formulation.
Journal of Computational Physics. 2010; 229(22):8231–8258. [PubMed: 20938489]

CHESSARI G, HUNTER CA, LOW CMR, PACKER MJ, VINTER JG, ZONTA C. An Evaluation of
Force-Field Treatments of Aromatic Interactions. Chemistry – A European Journal. 2002; 8(13):
2860–2867.

CHIMENTI MS, CASTAÑEDA CA, MAJUMDAR A, GARCÍA-MORENO EB. Structural Origins of
High Apparent Dielectric Constants Experienced by Ionizable Groups in the Hydrophobic Core
of a Protein. Journal of Molecular Biology. 2011; 405(2):361–377. [PubMed: 21059359]

CHIVERS PT, SAUER RT. Regulation of High Affinity Nickel Uptake in Bacteria. Ni2+-
DEPENDENT INTERACTION OF NikR WITH WILD-TYPE AND MUTANT OPERATOR
SITES. Journal of Biological Chemistry. 2000; 275(26):19735–19741. [PubMed: 10787413]

CHONG SH, HIRATA F. Interaction-site-model description of collective excitations in classical
molecular fluids. Physical Review E. 1998; 57(2):1691–1701.

CHOTHIA C. Hydrophobic bonding and accessible surface area in proteins. Nature. 1974; 248(5446):
338–339. [PubMed: 4819639]

Ren et al. Page 43

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



CHOUDHURY N, PETTITT BM. The Dewetting Transition and The Hydrophobic Effect. Journal of
the American Chemical Society. 2007; 129(15):4847–4852. [PubMed: 17385863]

CHU V, BAI Y, LIPFERT J, HERSCHLAG D, DONIACH S. Evaluation of ion binding to DNA
duplexes using a size-modified Poisson-Boltzmann theory. Biophysical Journal. 2007; 93(9):
3202–3209. [PubMed: 17604318]

CHUEV G, FEDOROV M. Wavelet algorithm for solving integral equations of molecular liquids. A
test for the reference interaction site model. Journal of Computational Chemistry. 2004; 25(11):
1369–1377. [PubMed: 15185331]

CIEPLAK P, DUPRADEAU FY, DUAN Y, WANG JM. Polarization effects in molecular mechanical
force fields. Journal of Physics-Condensed Matter. 2009; 21(33):333102, 333101–333121.

CISNEROS GA, THOLANDER SNI, PARISEL O, DARDEN TA, ELKING D, PERERA L,
PIQUEMAL JP. Simple formulas for improved point-charge electrostatics in classical force
fields and hybrid quantum mechanical/molecular mechanical embedding. International Journal of
Quantum Chemistry. 2008; 108(11):1905–1912. [PubMed: 19606279]

CLAESSENS M, FERRARIO M, RYCKAERT JP. The structure of liquid benzene. Molecular
Physics. 1983; 50(1):217–227.

CLARK M, MESHKAT S, WISEMAN J. Grand canonical free-energy calculations of protein-ligand
binding. Journal of Chemical Information and Modeling. 2009; 49(4):934–943. [PubMed:
19309088]

CLARKE R, LÜPFERT C. Influence of Anions and Cations on the Dipole Potential of
Phosphatidylcholine Vesicles: A Basis for the Hofmeister Effect. Biophys J. 1999; 76(5):2614–
2624. [PubMed: 10233076]

CLOUGH S, BEERS Y, KLEIN G, ROTHMAN L. Dipole moment of water from Stark measurements
of H2O, HDO, and D2O. The Journal of Chemical Physics. 1973; 59(5):2254.

COALSON R, WALSH A, DUNCAN A, TAL N. Statistical mechanics of a Coulomb gas with finite
size particles: A lattice field theory approach. The Journal of Chemical Physics. 1995; 102(11):
4584–4594.

COALSON RD, DUNCAN A. Systematic ionic screening theory of macroions. The Journal of
Chemical Physics. 1992; 97(8):5653–5653.

COLLINS KD. Sticky ions in biological systems. Proceedings of the National Academy of Sciences.
1995; 92(12):5553–5557.

CONN GL, GITTIS AG, LATTMAN EE, MISRA VK, DRAPER DE. A Compact RNA Tertiary
Structure Contains a Buried Backbone–K+ Complex. Journal of Molecular Biology. 2002;
318(4):963–973. [PubMed: 12054794]

CONNOLLY ML. Solvent-accessible surfaces of proteins and nucleic acids. Science. 1983;
221(4612):709–713. [PubMed: 6879170]

CONNOLLY ML. Computation of molecular volume. Journal of the American Chemical Society.
1985; 107(5):1118–1124.

CORNELL WD, CIEPLAK P, BAYLY CI, GOULD IR, MERZ KM, FERGUSON DM,
SPELLMEYER DC, FOX T, CALDWELL JW, KOLLMAN PA. A Second Generation Force
Field for the Simulation of Proteins, Nucleic Acids, and Organic Molecules (Vol 117, Pg 5179,
1995). Journal of the American Chemical Society. 1995; 118(9):2309–2309.

CORTIS C, FRIESNER R. An automatic three-dimensional finite element mesh generation system for
the Poisson–Boltzmann equation. J Comput Chem. 1997a; 18(13):1570–1590.

CORTIS C, FRIESNER R. Numerical solution of the Poisson–Boltzmann equation using tetrahedral
finite-element meshes. J Comput Chem. 1997b; 18(13):1591–1608.

COURTENAY ES, CAPP MW, RECORD MT. Thermodynamics of interactions of urea and
guanidinium salts with protein surface: relationship between solute effects on protein processes
and changes in water-accessible surface area. Protein science: a publication of the Protein
Society. 2001; 10(12):2485–2497. [PubMed: 11714916]

COX SR, WILLIAMS DE. Representation of the molecular electrostatic potential by a net atomic
charge model. Journal of Computational Chemistry. 1981; 2(3):304–323.

CRAMER C, TRUHLAR D. A Universal Approach to Solvation Modeling. Accounts of Chemical
Research. 2008; 41(6):760–768. [PubMed: 18512970]

Ren et al. Page 44

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



CRAMER CJ, TRUHLAR DG. Implicit Solvation Models: Equilibria, Structure, Spectra, and
Dynamics. Chemical Reviews. 1999; 99(8):2161–2200. [PubMed: 11849023]

CRAMER, CJ.; TRUHLAR, DG. Solvation Thermodynamics and the Treatment of Equilibrium and
Nonequilibrium Solvation Effects by Models Based on Collective Solvent Coordinates. In: Rami
Reddy, M.; Erion, MD., editors. Free energy calculations in rational drug design. New York:
Kluwer; 2001.

CUKIER RI, ZHANG JJ. Simulation of proton transfer reaction rates: The role of solvent electronic
polarization. Journal of Physical Chemistry B. 1997; 101(36):7180–7190.

CURUTCHET C, OROZCO M, LUQUE FJ, MENNUCCI B, TOMASI J. Dispersion and repulsion
contributions to the solvation free energy: Comparison of quantum mechanical and classical
approaches in the polarizable continuum model. Journal of Computational Chemistry. 2006;
27(15):1769–1780. [PubMed: 16917857]

DAMJANOVIĆ A, GARCÍA-MORENO B, LATTMAN E, GARCÍA A. Molecular dynamics study of
water penetration in staphylococcal nuclease. Proteins. 2005; 60(3):433–449. [PubMed:
15971206]

DAMJANOVIC A, GARCIAMORENOE B, LATTMAN E, GARCIA A. Molecular dynamics study
of hydration of the protein interior. Computer Physics Communications. 2005; 169(1–3):126–
129.

DAMJANOVIĆ A, SCHLESSMAN J, FITCH C, GARCÍA A, GARCÍA-MORENO EB. Role of
flexibility and polarity as determinants of the hydration of internal cavities and pockets in
proteins. Biophysical Journal. 2007; 93(8):2791–2804. [PubMed: 17604315]

DANG, LX. Development of nonadditive intermolecular potentials using molecular dynamics:
Solvation of Li+ and F? ions in polarizable water. AIP; 1992.

DANG LX, CHANG TM. Molecular Mechanism of Ion Binding to the Liquid/Vapor Interface of
Water. The Journal of Physical Chemistry B. 2001; 106(2):235–238.

DANG LX, RICE JE, CALDWELL J, KOLLMAN PA. Ion solvation in polarizable water: molecular
dynamics simulations. Journal of the American Chemical Society. 1991; 113(7):2481–2486.

DARDEN T, YORK D, PEDERSEN L. Particle mesh Ewald: An N [center-dot] log(N) method for
Ewald sums in large systems. The Journal of Chemical Physics. 1993; 98(12):10089–10092.

DAVIS M, MCCAMMON A. Electrostatics in biomolecular structure and dynamics. Chemical
Reviews. 1990; 90(3):509–521.

DAVIS ME. The inducible multipole solvation model: A new model for solvation effects on solute
electrostatics. Journal of Chemical Physics. 1994; 100(7):5149–5159.

DAVIS ME, MCCAMMON JA. Solving the finite difference linearized Poisson-Boltzmann equation:
a comparison of relaxation and conjugate gradient methods. Journal of Computational Chemistry.
1989; 10:386–391.

DELLA VALLE RG, VENUTI E, BRILLANTE A, GIRLANDO A. Do Computed Crystal Structures
of Nonpolar Molecules Depend on the Electrostatic Interactions? The Case of Tetracene. The
Journal of Physical Chemistry A. 2008; 112(5):1085–1089. [PubMed: 18197650]

DENG S, CAI W. Extending the fast multipole method for charges inside a dielectric sphere in an
ionic solvent: High-order image approximations for reaction fields. Journal of Computational
Physics. 2007; 227(2):1246–1266. [PubMed: 18235844]

DENG Y, ROUX B. Computation of binding free energy with molecular dynamics and grand
canonical Monte Carlo simulations. The Journal of Chemical Physics. 2008; 128(11):115103–
115103. [PubMed: 18361618]

DENISOV V, SCHLESSMAN J, GARCÍA-MORENO EB, HALLE B. Stabilization of internal
charges in a protein: water penetration or conformational change? Biophysical Journal. 2004;
87(6):3982–3994. [PubMed: 15377517]

DI CERA E. A structural perspective on enzymes activated by monovalent cations. The Journal of
Biological Chemistry. 2006; 281(3):1305–1308. [PubMed: 16267046]

DILL K, TRUSKETT T, VLACHY V, HRIBAR-LEE B. Modeling Water, the Hydrophobic Effect,
and Ion Solvation. Annual Review of Biophysics and Biomolecular Structure. 2005; 34(1):173–
199.

Ren et al. Page 45

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



DING F, DOKHOLYAN N. Dynamical roles of metal ions and the disulfide bond in Cu, Zn
superoxide dismutase folding and aggregation. Proceedings of the National Academy of Sciences
of the United States of America. 2008; 105(50):19696–19701. [PubMed: 19052230]

DINUR U, HAGLER AT. Geometry-dependent atomic charges: Methodology and application to
alkanes, aldehydes, ketones, and amides. Journal of Computational Chemistry. 1995; 16(2):154–
170.

DIXON RW, KOLLMAN PA. Advancing beyond the atom-centered model in additive and
nonadditive molecular mechanics. Journal of Computational Chemistry. 1997; 18(13):1632–
1646.

DOMINY B, BROOKS C. Development of a Generalized Born Model Parametrization for Proteins
and Nucleic Acids. The Journal of Physical Chemistry B. 1999; 103(18):3765–3773.

DONCHEV AG. Ab initio quantum force field for simulations of nanostructures. Physical Review B.
2006; 74(23):235401.

DONCHEV AG, OZRIN VD, SUBBOTIN MV, TARASOV OV, TARASOV VI. A quantum
mechanical polarizable force field for biomolecular interactions. Proceedings of the National
Academy of Sciences. 2005; 102(22):7829–7834.

DONG, F.; OLSEN, B.; BAKER, N. Computational Methods for Biomolecular Electrostatics. Vol. 84.
Elsevier; 2008. p. 843-870.

DONG F, VIJAYAKUMAR M, ZHOU HX. Comparison of Calculation and Experiment Implicates
Significant Electrostatic Contributions to the Binding Stability of Barnase and Barstar.
Biophysical Journal. 2003; 85(1):49–60. [PubMed: 12829463]

DOXEY AC, YAISH MW, GRIFFITH M, MCCONKEY BJ. Ordered surface carbons distinguish
antifreeze proteins and their ice-binding regions. Nature Biotechnology. 2006; 24(7):852–855.

DRAPER D. RNA Folding: Thermodynamic and Molecular Descriptions of the Roles of Ions☆.
Biophysical Journal. 2008; 95(12):5489–5495. [PubMed: 18835912]

DRAPER DE, GRILLEY D, SOTO AM. Ions and RNA Folding. Annual Review of Biophysics and
Biomolecular Structure. 2005; 34:221–243.

DREW HR, SAMSON S, DICKERSON RE. Structure of a B-DNA dodecamer at 16 K. Proceedings
of the National Academy of Sciences. 1982; 79(13):4040–4044.

DROZDOV A, GROSSFIELD A, PAPPU R. Role of Solvent in Determining Conformational
Preferences of Alanine Dipeptide in Water. Journal of the American Chemical Society. 2004;
126(8):2574–2581. [PubMed: 14982467]

DU QS, LIU PJ, HUANG RB. Localization and visualization of excess chemical potential in statistical
mechanical integral equation theory 3D-HNC-RISM. Journal of Molecular Graphics and
Modelling. 2008; 26(6):1014–1019. [PubMed: 17913525]

DU Q, BEGLOV D, ROUX B. Solvation Free Energy of Polar and Nonpolar Molecules in Water: An
Extended Interaction Site Integral Equation Theory in Three Dimensions. The Journal of
Physical Chemistry B. 2000; 104(4):796–805.

DYKSTRA CE. Intermolecular electrical interaction: a key ingredient in hydrogen bonding. Accounts
of Chemical Research. 1988; 21(10):355–361.

DYKSTRA CE. Electrostatic Interaction Potentials in Molecular Force Fields. Chemical Reviews.
1993; 93:2339–2353.

DYKSTRA CE. Intermolecular electrical response. Journal of Molecular Structure: THEOCHEM.
2001; 573(1–3):63–71.

DYSHLOVENKO PE. Adaptive numerical method for Poisson-Boltzmann equation and its
application. Computer Physics Communications. 2002; 147:335–338.

DZUBIELLA J, HANSEN JP. Competition of hydrophobic and Coulombic interactions between
nanosized solutes. Journal of Chemical Physics. 2004; 121(11):5514–5530. [PubMed: 15352847]

DZUBIELLA J, SWANSON JMJ, MCCAMMON JA. Coupling Hydrophobicity, Dispersion, and
Electrostatics in Continuum Solvent Models. Physical Review Letters. 2006a; 96

DZUBIELLA J, SWANSON JMJ, MCCAMMON JA. Coupling nonpolar and polar solvation free
energies in implicit solvent models. Journal of Chemical Physics. 2006b; 124

Ren et al. Page 46

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



EISENBERG D, MCLACHLAN AD. Solvation energy in protein folding and binding. Nature. 1986;
319:199–203. [PubMed: 3945310]

ELCOCK A, SEPT D, MCCAMMON A. Computer Simulation of Protein-Protein Interactions. The
Journal of Physical Chemistry B. 2001; 105(8):1504–1518.

ENGKVIST O, ÅSTRAND PO, KARLSTRÖM G. Intermolecular Potential for the 1,2-
Dimethoxyethane-Water Complex. The Journal of Physical Chemistry. 1996; 100(17):6950–
6957.

ENGLAND JL, PANDE VS, HARAN G. Chemical Denaturants Inhibit the Onset of Dewetting.
Journal of the American Chemical Society. 2008; 130(36):11854–11855. [PubMed: 18707183]

ENSIGN D, WEBB L. Factors determining electrostatic fields in molecular dynamics simulations of
the ras/effector interface. Proteins. 2011:n/a–n/a.

EVANS TIA, HELL JW, SHEA MA. Thermodynamic linkage between calmodulin domains binding
calcium and contiguous sites in the C-terminal tail of CaV1.2. Biophysical Chemistry. 2011;
159(1):172–187. [PubMed: 21757287]

EWELL J, GIBB BC, RICK SW. Water inside a hydrophobic cavitand molecule. The Journal of
Physical Chemistry B. 2008; 112(33):10272–10279. [PubMed: 18661937]

FAERMAN CH, PRICE SL. A transferable distributed multipole model for the electrostatic
interactions of peptides and amides. Journal of the American Chemical Society. 1990; 112(12):
4915–4926.

FEIG M, BROOKS C. Recent advances in the development and application of implicit solvent models
in biomolecule simulations. Current Opinion in Structural Biology. 2004; 14(2):217–224.
[PubMed: 15093837]

FEIG M, ONUFRIEV A, LEE M, IM W, CASE D, BROOKS C. Performance comparison of
generalized born and Poisson methods in the calculation of electrostatic solvation energies for
protein structures. J Comput Chem. 2004; 25(2):265–284. [PubMed: 14648625]

FEIG M, TANIZAKI S, SAYADI M. Chapter 6 Implicit Solvent Simulations of Biomolecules in
Cellular Environments. Annual Reports in Computational Chemistry. 2008; 4:107–121.

FELDER, CE.; APPLEQUIST, J. Energies of solute molecules from an atom charge?dipole interaction
model with a surrounding dielectric: Application to Gibbs energies of proton transfer between
carboxylic acids in water. AIP; 1981.

FENIMORE PW, FRAUENFELDER H, MCMAHON BH, YOUNG RD. Bulk-solvent and hydration-
shell fluctuations, similar to alpha- and beta-fluctuations in glasses, control protein motions and
functions. Proceedings of the National Academy of Sciences of the United States of America.
2004; 101(40):14408–14413. [PubMed: 15448207]

FENLEY AT, GORDON JC, ONUFRIEV A. An analytical approach to computing biomolecular
electrostatic potential. I. Derivation and analysis. The Journal of Chemical Physics. 2008; 129(7)

FEYNMAN RP. Forces in Molecules. Physical Review. 1939; 56(4):340–343.

FISCHER S, VERMA C. Binding of buried structural water increases the flexibility of proteins.
Proceedings of the National Academy of Sciences. 1999; 96(17):9613–9615.

FITZKEE N, GARCÍA-MORENO EB. Electrostatic effects in unfolded staphylococcal nuclease.
Protein science: a publication of the Protein Society. 2008; 17(2):216–227. [PubMed: 18227429]

FIXMAN M. The Poisson–Boltzmann equation and its application to polyelectrolytes. Journal of
Chemical Physics. 1979; 70(11):4995–4146.

FLANAGAN M, ACKERS G, MATTHEW J, HANANIA G, GURD F. Electrostatic contributions to
the energetics of dimer-tetramer assembly in human hemoglobin: pH dependence and effect of
specifically bound chloride ions. Biochemistry. 1981; 20(26):7439–7449. [PubMed: 7326236]

FLETCHER, NH. The Chemical Physics of Ice. New York: Cambridge University Press; 1970.

FLORIÁN J, WARSHEL A. Langevin Dipoles Model for ab Initio Calculations of Chemical
Processes in Solution: Parametrization and Application to Hydration Free Energies of Neutral
and Ionic Solutes and Conformational Analysis in Aqueous Solution. The Journal of Physical
Chemistry B. 1997; 101(28):5583–5595.

FLORIS F, TOMASI J. Evaluation of the dispersion contribution to the solvation energy. A simple
computational model in the continuum approximation. J Comput Chem. 1989; 10(5):616–627.

Ren et al. Page 47

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



FLORIS FM, TOMASI J, AHUIR P. Dispersion and repulsion contributions to the solvation energy:
Refinements to a simple computational model in the continuum approximation. Journal of
Computational Chemistry. 1991; 12(7):784–791.

FOGOLARI F, BRIGO A, MOLINARI H. The Poisson-Boltzmann equation for biomolecular
electrostatics: a tool for structural biology. Journal of Molecular Recognition: JMR. 2002; 15(6):
377–392. [PubMed: 12501158]

FOWLER PW, BUCKINGHAM AD. The long range model of intermolecular forces. Molecular
Physics. 1983; 50(6):1349–1361.

FOWLER PW, BUCKINGHAM AD. Central or distributed multipole moments? Electrostatic models
of aromatic dimers. Chemical Physics Letters. 1991; 176(1):11–18.

FRANK HS, EVANS MW. Free Volume and Entropy in Condensed Systems III. Entropy in Binary
Liquid Mixtures; Partial Molal Entropy in Dilute Solutions; Structure and Thermodynamics in
Aqueous Electrolytes. The Journal of Chemical Physics. 1945; 13(11):507.

FREEDMAN H, TRUONG TN. Coupled reference interaction site model/simulation approach for
thermochemistry of solvation: Theory and prospects. Journal of Chemical Physics. 2004; 121(5):
2187–2198. [PubMed: 15260773]

FREITAG, MA.; GORDON, MS.; JENSEN, JH.; STEVENS, WJ. Evaluation of charge penetration
between distributed multipolar expansions. AIP; 2000.

FRIED MG, STICKLE DF, SMIRNAKIS KV, ADAMS C, MACDONALD D, LU P. Role of
Hydration in the Binding of lac Repressor to DNA. Journal of Biological Chemistry. 2002;
277(52):50676–50682. [PubMed: 12379649]

FRIEDMAN HL. Image approximation to the reaction field. Molecular Physics. 1975; 29(5):1533–
1543.

FRIEDMAN R. Ions and the Protein Surface Revisited: Extensive Molecular Dynamics Simulations
and Analysis of Protein Structures in Alkali-Chloride Solutions. The Journal of Physical
Chemistry B. 2000; 0(0)

FRIESNER RA. Ab initio quantum chemistry: Methodology and applications. Proceedings of the
National Academy of Sciences of the United States of America. 2005; 102(19):6648–6653.
[PubMed: 15870212]

FRIESNER RA, GUALLAR V. Ab initio quantum chemical and mixed quantum mechanics/molecular
mechanics (QM/MM) methods for studying enzymatic catalysis. Annual Review of Physical
Chemistry. 2005; 56:389–427.

FROLOV A, RATKOVA E, PALMER D, FEDOROV M. Hydration Thermodynamics Using the
Reference Interaction Site Model: Speed or Accuracy? The Journal of Physical Chemistry B.
2011; 115(19):6011–6022. [PubMed: 21488649]

FUKUMA T, HIGGINS M, JARVIS S. Direct imaging of individual intrinsic hydration layers on lipid
bilayers at Angstrom resolution. Biophysical Journal. 2007; 92(10):3603–3609. [PubMed:
17325013]

FUXREITER M, MEZEI M, SIMON I, OSMAN R. Interfacial water as a “hydration fingerprint” in
the noncognate complex of BamHI. Biophysical Journal. 2005; 89(2):903–911. [PubMed:
15894630]

GAGLIARDI, L.; LINDH, R.; KARLSTRÖM, G. The LoProp approach. AIP; 2004. Local properties
of quantum chemical systems.

GALLICCHIO E, KUBO MM, LEVY RM. Enthalpy-Entropy and Cavity Decomposition of Alkane
Hydration Free Energies: Numerical Results and Implications for Theories of Hydrophobic
Solvation. The Journal of Physical Chemistry B. 2000; 104(26):6271–6285.

GALLICCHIO E, LEVY R. AGBNP: An analytic implicit solvent model suitable for molecular
dynamics simulations and high-resolution modeling. J Comput Chem. 2004; 25(4):479–499.
[PubMed: 14735568]

GALLICCHIO E, PARIS K, LEVY R. The AGBNP2 Implicit Solvation Model. Journal of Chemical
Theory and Computation. 2009; 5(9):2544–2564. [PubMed: 20419084]

GALLICCHIO E, ZHANG LY, LEVY R. The SGB/NP hydration free energy model based on the
surface generalized born solvent reaction field and novel nonpolar hydration free energy
estimators. Journal of Computational Chemistry. 2002; 23(5):517–529. [PubMed: 11948578]

Ren et al. Page 48

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



GARCÍA-GARCÍA C, DRAPER D. Electrostatic interactions in a peptide--RNA complex. Journal of
Molecular Biology. 2003; 331(1):75–88. [PubMed: 12875837]

GARCIA-VILOCA M, GAO J, KARPLUS M, TRUHLAR DG. How enzymes work: analysis by
modern rate theory and computer simulations. Science (New York, NY). 2004; 303(5655):186–
195.

GARDE S, HUMMER G, GARCÍA AE, PAULAITIS ME, PRATT LR. Origin of Entropy
Convergence in Hydrophobic Hydration and Protein Folding. Physical Review Letters. 1996;
77(24):4966. [PubMed: 10062679]

GAVRYUSHOV S. Electrostatics of B-DNA in NaCl and CaCl2 Solutions: Ion Size, Interionic
Correlation, and Solvent Dielectric Saturation Effects. The Journal of Physical Chemistry B.
2008; 112(30):8955–8965. [PubMed: 18576680]

GAVRYUSHOV S. Mediating Role of Multivalent Cations in DNA Electrostatics: An Epsilon-
Modified Poisson-Boltzmann Study of B-DNA-B-DNA Interactions in Mixture of NaCl and
MgCl2 Solutions. The Journal of Physical Chemistry B. 2009; 113(7):2160–2169. [PubMed:
19199702]

GENG W, WEI GW. Multiscale molecular dynamics using the matched interface and boundary
method. Journal of Computational Physics. 2011; 230(2):435–457. [PubMed: 21088761]

GEORGESCU R, ALEXOV E, GUNNER M. Combining Conformational Flexibility and Continuum
Electrostatics for Calculating pKas in Proteins. Biophysical Journal. 2002; 83(4):1731–1748.
[PubMed: 12324397]

GILLESPIE D, NONNER W, EISENBERG R. Coupling Poisson–Nernst–Planck and density
functional theory to calculate ion flux. Journal of Physics: Condensed Matter. 2002; 14(46):
12129–12145.

GILSON M, DAVIS M, LUTY B, MCCAMMON A. Computation of electrostatic forces on solvated
molecules using the Poisson-Boltzmann equation. The Journal of Physical Chemistry. 1993;
97(14):3591–3600.

GILSON MK. Theory of electrostatic interactions in macromolecules. Current Opinion in Structural
Biology. 1995; 5(2):216–223. [PubMed: 7648324]

GILSON MK, HONIG B. Calculation of the total electrostatic energy of a macromolecular system:
solvation energies, binding energies, and conformational analysis. Proteins. 1988; 4(1):7–18.
[PubMed: 3186692]

GILSON MK, HONIG BH. Calculation of electrostatic potentials in an enzyme active site. Nature.
1987; 330(6143):84–86. [PubMed: 3313058]

GOEL T, PATRA C, GHOSH S, MUKHERJEE T. Molecular solvent model of cylindrical electric
double layers: A systematic study by Monte Carlo simulations and density functional theory. The
Journal of Chemical Physics. 2008; 129(15):154707. [PubMed: 19045218]

GOHARA D, DI CERA E. Allostery in trypsin-like proteases suggests new therapeutic strategies.
Trends in Biotechnology. 2011

GRANT A, PICKUP B, NICHOLLS A. A smooth permittivity function for Poisson–Boltzmann
solvation methods. J Comput Chem. 2001; 22(6):608–640.

GRANT JA, PICKUP BT. A Gaussian Description of Molecular Shape. The Journal of Physical
Chemistry. 1995; 99(11):3503–3510.

GRANT JA, PICKUP BT, SYKES MJ, KITCHEN CA, NICHOLLS A. The Gaussian Generalized
Born model: application to small molecules. Physical chemistry chemical physics: PCCP. 2007;
9(35):4913–4922. [PubMed: 17912422]

GRESH N. Inter- and intramolecular interactions. Inception and refinements of the SIBFA, molecular
mechanics (SMM) procedure, a separable, polarizable methodology grounded on ab initio SCF/
MP2 computations. Examples of applications to molecular recognition problems. Journal De
Chimie Physique Et De Physico-Chimie Biologique. 1997; 94(7–8):1365–1416.

GRILLEY D, MISRA V, CALISKAN G, DRAPER D. Importance of partially unfolded
conformations for Mg(2+)-induced folding of RNA tertiary structure: structural models and free
energies of Mg2+ interactions. Biochemistry. 2007; 46(36):10266–10278. [PubMed: 17705557]

Ren et al. Page 49

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



GRILLEY D, SOTO AM, DRAPER D. Mg2+-RNA interaction free energies and their relationship to
the folding of RNA tertiary structures. Proceedings of the National Academy of Sciences of the
United States of America. 2006; 103(38):14003–14008. [PubMed: 16966612]

GROCHOWSKI P, TRYLSKA J. Continuum molecular electrostatics, salt effects, and counterion
binding--a review of the Poisson-Boltzmann theory and its modifications. Biopolymers. 2008;
89(2):93–113. [PubMed: 17969016]

GROSSFIELD A, REN P, PONDER J. Ion solvation thermodynamics from simulation with a
polarizable force field. Journal of the American Chemical Society. 2003; 125(50):15671–15682.
[PubMed: 14664617]

GRYCUK T. Deficiency of the Coulomb-field approximation in the generalized Born model: An
improved formula for Born radii evaluation. The Journal of Chemical Physics. 2003; 119(9):
4817–4826.

GU W, RAHI S, HELMS V. Solvation Free Energies and Transfer Free Energies for Amino Acids
from Hydrophobic Solution to Water Solution from a Very Simple Residue Model. The Journal
of Physical Chemistry B. 2004; 108(18):5806–5814.

GUILLOT B. A reappraisal of what we have learnt during three decades of computer simulations on
water. Journal of Molecular Liquids. 2002; 101(1–3):219–260.

GUINTO ER, DI CERA E. Large heat capacity change in a protein-monovalent cation interaction.
Biochemistry. 1996; 35(27):8800–8804. [PubMed: 8688415]

GURAU M, LIM SM, CASTELLANA E, ALBERTORIO F, KATAOKA S, CREMER P. On the
Mechanism of the Hofmeister Effect. Journal of the American Chemical Society. 2004; 126(34):
10522–10523. [PubMed: 15327293]

HA-DUONG T, BASDEVANT N, BORGIS D. A polarizable coarse-grained water model for coarse-
grained proteins simulations. Chemical Physics Letters. 2009; 468(1–3):79–82.

HADUONG, T.; PHAN, S.; MARCHI, M.; BORGIS, D. Electrostatics on particles: Phenomenological
and orientational density functional theory approach. AIP; 2002.

HAGBERG D, KARLSTROM G, ROOS BO, GAGLIARDI L. The coordination of uranyl in water: A
combined quantum chemical and molecular simulation study. Journal of the American Chemical
Society. 2005; 127(41):14250–14256. [PubMed: 16218619]

HALGREN TA. The representation of van der Waals (vdW) interactions in molecular mechanics force
fields: potential form, combination rules, and vdW parameters. Journal of the American
Chemical Society. 1992; 114(20):7827–7843.

HALGREN TA, DAMM W. Polarizable force fields. Current Opinion in Structural Biology. 2001;
11(2):236–242. [PubMed: 11297934]

HAMELBERG D, MCCAMMON JA. Standard Free Energy of Releasing a Localized Water Molecule
from the Binding Pockets of Proteins: Double-Decoupling Method. Journal of the American
Chemical Society. 2004; 126(24):7683–7689. [PubMed: 15198616]

HANSEN, JP.; MCDONALD, IR. Theory of Simple Liquids. Academic Press; 2000.

HARANO, Y.; IMAI, T.; KOVALENKO, A.; KINOSHITA, M.; HIRATA, F. Theoretical study for
partial molar volume of amino acids and polypeptides by the three-dimensional reference
interaction site model. AIP; 2001.

HARDER E, ANISIMOV VM, WHITFIELD T, MACKERELL AD JR, ROUX B. Understanding the
dielectric properties of liquid amides from a polarizable force field. The journal of physical
chemistry B. 2008; 112(11):3509–3521. [PubMed: 18302362]

HARDER E, ROUX B. On the origin of the electrostatic potential difference at a liquid-vacuum
interface. The Journal of Chemical Physics. 2008; 129(23):234706–234706. [PubMed:
19102551]

HARMS MJ, CASTAÑEDA CA, SCHLESSMAN JL, SUE GR, ISOM DG, CANNON BR,
GARCÍA-MORENO EB. The pKa Values of Acidic and Basic Residues Buried at the Same
Internal Location in a Protein Are Governed by Different Factors. Journal of Molecular Biology.
2009; 389(1):34–47. [PubMed: 19324049]

HARMS MJ, SCHLESSMAN JL, CHIMENTI MS, SUE GR, DAMJANOVIĆ A, GARCÍA-
MORENO B. A buried lysine that titrates with a normal pKa: role of conformational flexibility at

Ren et al. Page 50

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



the protein-water interface as a determinant of pKa values. Protein science: a publication of the
Protein Society. 2008; 17(5):833–845. [PubMed: 18369193]

HARRIES D, ROSGEN J. A Practical Guide on How Osmolytes Modulate Macromolecular
Properties. Methods in cell biology. 2008; 84:679–735. [PubMed: 17964947]

HEDSTROM L, SZILAGYI L, RUTTER WJ. Converting Trypsin to Chymotrypsin: The Role of
Surface Loops. Science. 1992; 255(5049):1249–1253. [PubMed: 1546324]

HIRATA, F. Molecular Theory of Solvation. Boston: Kluwer Academic Publishers; 2003.

HIRSCHFELDER, JO.; CURTISS, CF.; BIRD, RB. Molecular theory of gases and liquids. New York:
Wiley; 1954.

HOFMEISTER F. Zur Lehre von der Wirkung der Salze. II. Arch Exp Pathol Pharmakol. 1888;
24:247–260.

HOLM, C.; KEKICHEFF, P.; PODGORNIK, R. Electrostatic effects in soft matter and biophysics;
NATO Science Series. Kluwer Academic Publishers; 2001.

HOLST M. Adaptive Numerical Treatment of Elliptic Systems on Manifolds. Advances in
Computational Mathematics. 2001; 15(1):139–191.

HOLST M, BAKER N, WANG F. Adaptive multilevel finite element solution of the Poisson–
Boltzmann equation I. Algorithms and examples. J Comput Chem. 2000; 21(15):1319–1342.

HOLST M, SAIED F. Multigrid solution of the Poisson—Boltzmann equation. J Comput Chem. 1993;
14(1):105–113.

HOLST MJ, SAIED F. Numerical solution of the nonlinear Poisson-Boltzmann equation: developing
more robust and efficient methods. Journal of Computational Chemistry. 1995; 16(3):337–364.

HOLT A, KARLSTRÖM G. An intramolecular induction correction model of the molecular dipole
moment. Journal of Computational Chemistry. 2008; 29(7):1084–1091. [PubMed: 18069665]

HOLT A, KARLSTRÖM G. Improvement of the NEMO potential by inclusion of intramolecular
polarization. International Journal of Quantum Chemistry. 2009; 109(6):1255–1266.

HONG J, CAPP MW, ANDERSON CF, SAECKER RM, FELITSKY DJ, ANDERSON MW,
RECORD MT JR. Preferential Interactions of Glycine Betaine and of Urea with DNA:
Implications for DNA Hydration and for Effects of These Solutes on DNA Stability.
Biochemistry. 2004; 43(46):14744–14758. [PubMed: 15544345]

HONIG B, NICHOLLS A. Classical electrostatics in biology and chemistry. Science. 1995;
268(5214):1144–1149. [PubMed: 7761829]

HONIG BH, HUBBELL WL, FLEWELLING RF. Electrostatic Interactions in Membranes and
Proteins. Annual Review of Biophysics and Biophysical Chemistry. 1986; 15:163–193.

HORN HW, SWOPE WC, PITERA JW, MADURA JD, DICK TJ, HURA GL, HEAD-GORDON T.
Development of an improved four-site water model for biomolecular simulations: TIP4P-Ew.
The Journal of Chemical Physics. 2004; 120(20):9665–9678. [PubMed: 15267980]

HOWARD JJ, PERKYNS JS, CHOUDHURY N, PETTITT BM. An Integral Equation Study of the
Hydrophobic Interaction between Graphene Plates. Journal of Chemical Theory and
Computation. 2008; 4(11):1928–1939. [PubMed: 19262740]

HRIBAR B, SOUTHALL NT, VLACHY V, DILL KA. How Ions Affect the Structure of Water.
Journal of the American Chemical Society. 2002; 124(41)

HU H, YANG W. Free Energies of Chemical Reactions in Solution and in Enzymes with Ab Initio
Quantum Mechanics/Molecular Mechanics Methods. Annual Review of Physical Chemistry.
2008; 59(1):573–601.

HU W, WEBB L. Direct Measurement of the Membrane Dipole Field in Bicelles Using Vibrational
Stark Effect Spectroscopy. The Journal of Physical Chemistry Letters. 2000; 0(0):1925–1930.

HUANG D, GEISSLER P, CHANDLER D. Scaling of Hydrophobic Solvation Free Energies†. The
Journal of Physical Chemistry B. 2001; 105(28):6704–6709.

HUANG DM, CHANDLER D. The Hydrophobic Effect and the Influence of Solute-Solvent
Attractions. Journal of Physical Chemistry B. 2002; 106(8):2047–2053.

HUMMER G. Hydrophobic force field as a molecular alternative to surface-area models. Journal of
the American Chemical Society. 1999; 121(26):6299–6305.

Ren et al. Page 51

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



HUMMER G, GARDE S. Cavity Expulsion and Weak Dewetting of Hydrophobic Solutes in Water.
Physical Review Letters. 1998; 80(19):4193–4196.

HUMMER G, GARDE S, GARCÍA AE, POHORILLE A, PRATT LR. An information theory model
of hydrophobic interactions. Proceedings of the National Academy of Sciences of the United
States of America. 1996; 93(17):8951–8955. [PubMed: 11607700]

HUMMER G, GARDE S, GARCIA AE, PRATT LR. New perspectives on hydrophobic effects.
Chemical Physics. 2000; 258(2–3):349–370.

HÜNENBERGER, PH.; GUNSTEREN, WFV. Alternative schemes for the inclusion of a reaction-
field correction into molecular dynamics simulations: Influence on the simulated energetic,
structural, and dielectric properties of liquid water. AIP; 1998.

ICHIKAWA K, KAMEDA Y, YAMAGUCHI T, WAKITA H, MISAWA M. Neutron-diffraction
investigation of the intramolecular structure of a water molecule in the liquid phase at high
temperatures. Molecular Physics. 1991; 73(1):79–86.

IKURA T, URAKUBO Y, ITO N. Water-mediated interaction at a protein–protein interface. Chemical
Physics. 2004; 307(2–3):111–119.

ILLINGWORTH, CJ.; DOMENE, C. Many-body effects and simulations of potassium channels.
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Science; 2009.

IM W. Continuum Solvation Model: computation of electrostatic forces from numerical solutions to
the Poisson-Boltzmann equation. Computer Physics Communications. 1998; 111(1–3):59–75.

IM W, BERNECHE S, ROUX B. Generalized solvent boundary potential for computer simulations.
Journal of Chemical Physics. 2001; 114(7):2924–2937.

IM W, FEIG M, BROOKS CL III. An Implicit Membrane Generalized Born Theory for the Study of
Structure, Stability, and Interactions of Membrane Proteins. Biophysical Journal. 2003a; 85(5):
2900–2918. [PubMed: 14581194]

IM W, LEE MS, BROOKS CL III. Generalized born model with a simple smoothing function. Journal
of Computational Chemistry. 2003b; 24(14):1691–1702. [PubMed: 12964188]

IMAI T, HARANO Y, KOVALENKO A, HIRATA F. Theoretical study for volume changes
associated with the helix–coil transition of peptides. Biopolymers. 2001; 59(7):512–519.
[PubMed: 11745117]

IMAI T, HIRAOKA R, KOVALENKO A, HIRATA F. Water molecules in a protein cavity detected
by a statistical-mechanical theory. Journal of the American Chemical Society. 2005; 127(44):
15334–15335. [PubMed: 16262373]

IMAI T, HIRAOKA R, KOVALENKO A, HIRATA F. Locating missing water molecules in protein
cavities by the three-dimensional reference interaction site model theory of molecular solvation.
Proteins. 2007a; 66(4):804–813. [PubMed: 17186526]

IMAI T, HIRAOKA R, SETO T, KOVALENKO A, HIRATA F. Three-Dimensional Distribution
Function Theory for the Prediction of Protein-Ligand Binding Sites and Affinities: Application to
the Binding of Noble Gases to Hen Egg-White Lysozyme in Aqueous Solution. J Phys Chem B.
2007b

IMAI T, KOVALENKO A, HIRATA F. Solvation thermodynamics of protein studied by the 3D-
RISM theory. Chemical Physics Letters. 2004; 395(1–3):1–6.

IMAI T, MIYASHITA N, SUGITA Y, KOVALENKO A, HIRATA F, KIDERA A. Functionality
Mapping on Internal Surfaces of Multidrug Transporter AcrB Based on Molecular Theory of
Solvation: Implications for Drug Efflux Pathway. The Journal of Physical Chemistry B. 2000;
0(0)

ISOM DG, CANNON BR, CASTAÑEDA CA, ROBINSON A, GARCÍA-MORENO EB. High
tolerance for ionizable residues in the hydrophobic interior of proteins. Proceedings of the
National Academy of Sciences. 2008; 105(46):17784–17788.

ISOM DG, CASTAÑEDA CA, CANNON BR, GARCÍA-MORENO EB. Large shifts in pKa values
of lysine residues buried inside a protein. Proceedings of the National Academy of Sciences.
2011; 108(13):5260–5265.

ISOM DG, CASTAÑEDA CA, CANNON BR, VELU PD, GARCÍA-MORENO EB, GARCÍA M.
Charges in the hydrophobic interior of proteins. Proceedings of the National Academy of
Sciences. 2010; 107(37):16096–16100.

Ren et al. Page 52

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



JACKSON, JD. Classical Electrodynamics. John Wiley and Sons; New York: 1975.

JAKALIAN A, BUSH BL, JACK DB, BAYLY CI. Fast, efficient generation of high-quality atomic
charges. AM1-BCC model: I. Method. Journal of Computational Chemistry. 2000; 21(2):132–
146.

JAKALIAN A, JACK DB, BAYLY CI. Fast, efficient generation of high-quality atomic charges.
AM1-BCC model: II. Parameterization and validation. Journal of Computational Chemistry.
2002; 23(16):1623–1641. [PubMed: 12395429]

JANCOVICI B. A van der Waals free energy in electrolytes revisited. The European physical journal
E, Soft matter. 2006; 19(1):1–4.

JEDLOVSZKY P. Thermodynamic and structural properties of liquid water around the temperature of
maximum density in a wide range of pressures: A computer simulation study with a polarizable
potential model. J Chem Phys. 2001; 115(8):3750.

JEDLOVSZKY P, VALLAURI R. Temperature dependence of thermodynamic properties of a
polarizable potential model of water. Molecular Physics. 1999; 97(11):1157–1163.

JHO Y, KANDUČ M, NAJI A, PODGORNIK R, KIM M, PINCUS P. Strong-Coupling Electrostatics
in the Presence of Dielectric Inhomogeneities. Physical Review Letters. 2008; 101(18)

JIANG W, HARDY DJ, PHILLIPS JC, MACKERELL AD JR, SCHULTEN K, ROUX B. High-
performance scalable molecular dynamics simulations of a polarizable force field based on
classical Drude oscillators in NAMD. The Journal of Physical Chemistry Letters. 2011; 2(2):87–
92. [PubMed: 21572567]

JIAO D, GOLUBKOV PA, DARDEN TA, REN P. Calculation of protein-ligand binding free energy
by using a polarizable potential. Proceedings of the National Academy of Sciences. 2008;
105(17):6290–6295.

JIAO D, KING C, GROSSFIELD A, DARDEN TA, REN P. Simulation of Ca2+ and Mg2+ Solvation
Using Polarizable Atomic Multipole Potential. Journal of Physical Chemistry B. 2006; 110(37):
18553–18559.

JIAO D, ZHANG J, DUKE RE, LI G, SCHNIEDERS MJ, REN P. Trypsin-ligand binding free
energies from explicit and implicit solvent simulations with polarizable potential. Journal of
Computational Chemistry. 2009; 9999(9999)

JORGENSEN W. Monte Carlo simulation of differences in free energies of hydration. J Chem Phys.
1985; 83(6):3050.

JORGENSEN WL, CHANDRASEKHAR J, MADURA JD, IMPEY RW, KLEIN ML. Comparison of
simple potential functions for simulating liquid water. The Journal of Chemical Physics. 1983;
79(2):926–926.

JORGENSEN WL, SWENSON CJ. Optimized intermolecular potential functions for amides and
peptides. Structure and properties of liquid amides. Journal of the American Chemical Society.
1985; 107(3):569–578.

JORGENSEN WL, ULMSCHNEIDER JP, RIVES JT. Free Energies of Hydration from a Generalized
Born Model and an All-Atom Force Field. Journal of Physical Chemistry B. 2004; 108(41):
16264–16270.

JOROV A, ZHOROV BS, YANG DSC. Theoretical study of interaction of winter flounder antifreeze
protein with ice. Protein Science. 2004; 13(6):1524–1537. [PubMed: 15152087]

JOUBERT L, POPELIER PLA. Improved convergence of the ‘atoms in molecules’ multipole
expansion of electrostatic interaction. Molecular Physics. 2002; 100(21):3357–3365.

JOUNG IS, CHEATHAM TE. Determination of alkali and halide monovalent ion parameters for use
in explicitly solvated biomolecular simulations. The journal of physical chemistry B. 2008;
112(30):9020–9041. [PubMed: 18593145]

JUFFER A, BOTTA E, VANKEULEN B, VANDERPLOEG A, BERENDSEN H. The electric
potential of a macromolecule in a solvent: A fundamental approach. Journal of Computational
Physics. 1991; 97(1):144–171.

KAMERLIN SCL, HARANCZYK M, WARSHEL A. Progress in Ab Initio QM/MM Free-Energy
Simulations of Electrostatic Energies in Proteins: Accelerated QM/MM Studies of pKa, Redox
Reactions and Solvation Free Energies. The Journal of Physical Chemistry B. 113(5):1253–1272.
[PubMed: 19055405]

Ren et al. Page 53

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



KAMINSKI G, FRIESNER RA, RIVES JT, JORGENSEN WL. Evaluation and reparameterization of
the OPLS-AA force field for proteins via comparison with accurate quantum chemical
calculations on peptides. Journal of Physical Chemistry B. 2001; 105:6474–6487.

KAMINSKI GA, STERN HA, BERNE BJ, FRIESNER RA, CAO YX, MURPHY RB, ZHOU R,
HALGREN TA. Development of a polarizable force field for proteins via ab initio quantum
chemistry: First generation model and gas phase tests. Journal of Computational Chemistry.
2002; 23(16):1515–1531. [PubMed: 12395421]

KANDUČ M, TRULSSON M, NAJI A, BURAK Y, FORSMAN J, PODGORNIK R. Weak- and
strong-coupling electrostatic interactions between asymmetrically charged planar surfaces.
Physical Review E. 2008; 78(6):2270–2270.

KARP DA, GITTIS AG, STAHLEY MR, FITCH CA, STITES WE, EBGM. High Apparent Dielectric
Constant Inside a Protein Reflects Structural Reorganization Coupled to the Ionization of an
Internal Asp. Biophysical Journal. 2007; 92(6):2041–2053. [PubMed: 17172297]

KARP DA, STAHLEY MR, GARCÍA-MORENO B. Conformational consequences of ionization of
Lys, Asp, and Glu buried at position 66 in staphylococcal nuclease. Biochemistry. 2010; 49(19):
4138–4146. [PubMed: 20329780]

KAUZMANN W. Some factors in the interpretation of protein denaturation. Adv Prot Chem. 1959;
14:1–63.

KHANDOGIN J, BROOKS CL. Toward the accurate first-principles prediction of ionization
equilibria in proteins. Biochemistry. 2006; 45(31):9363–9373. [PubMed: 16878971]

KIELLAND J. Individual activity coefficients of ions in aqueous solutions. Journal of the American
Chemical Society. 1937; 59(9):1675–1678.

KIM YW, SUNG W. Charge inversion on membranes induced by multivalent-counterion fluctuations.
Journal of Physics: Condensed Matter. 2005; 17(31):S2943–S2949.

KIM YW, YI J, PINCUS PA. Attractions between Like-Charged Surfaces with Dumbbell-Shaped
Counterions. Physical Review Letters. 2008; 101(20)

KIMEL S. Intermolecular Potential in Solid Methane. I. Cohesive Energy and Crystal Structure. J
Chem Phys. 1964; 40(11):3351.

KINOSHITA, M.; OKAMOTO, Y.; HIRATA, F. Analysis on conformational stability of C-peptide of
ribonuclease A in water using the reference interaction site model theory and Monte Carlo
simulated annealing. AIP; 1999.

KIRKWOOD J. Theory of Solutions of Molecules Containing Widely Separated Charges with Special
Application to Zwitterions. The Journal of Chemical Physics. 1934; 2(7):351–361.

KIRKWOOD J. The Electrostatic Influence of Substituents on the Dissociation Constants of Organic
Acids. I. J Chem Phys. 1938; 6(9):506.

KIYOTA Y, HIRAOKA R, YOSHIDA N, MARUYAMA Y, IMAI T, HIRATA F. Theoretical Study
of CO Escaping Pathway in Myoglobin with the 3D-RISM Theory. Journal of the American
Chemical Society. 2009; 131(11):3852–3853. [PubMed: 19254031]

KIYOTA Y, YOSHIDA N, HIRATA F. A New Approach for Investigating the Molecular Recognition
of Protein: Toward Structure-Based Drug Design Based on the 3D-RISM Theory. Journal of
Chemical Theory and Computation. 2011:111004083731009–111004083731009.

KLAPPER I, HAGSTROM R, FINE R, SHARP K, HONIG B. Focusing of electric fields in the active
site of Cu-Zn superoxide dismutase: effects of ionic strength and amino-acid modification.
Proteins. 1986; 1(1):47–59. [PubMed: 3449851]

KLOPPER W, VAN DUIJNEVELDT-VAN DE RIJDT JGCM, VAN DUIJNEVELDT FB.
Computational determination of equilibrium geometry and dissociation energy of the water
dimer. Physical Chemistry Chemical Physics. 2000; 2(10):2227–2234.

KOLLMAN P, MASSOVA I, REYES C, KUHN B, HUO S, CHONG L, LEE M, LEE T, DUAN Y,
WANG W, DONINI O, CIEPLAK P, SRINIVASAN J, CASE D, CHEATHAM T. Calculating
Structures and Free Energies of Complex Molecules: Combining Molecular Mechanics and
Continuum Models. Accounts of Chemical Research. 2000; 33(12):889–897. [PubMed:
11123888]

KONG X, BROOKS CL III. Lambda-dynamics: A new approach to free energy calculations. The
Journal of Chemical Physics. 1996; 105(6):2414–2423.

Ren et al. Page 54

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



KONG Y. Calculation of the reaction field due to off-center point multipoles. J Chem Phys. 1997;
107(2):481.

KOVALENKO A, HIRATA F. Three-dimensional density profiles of water in contact with a solute of
arbitrary shape: a RISM approach. Chemical Physics Letters. 1998; 290(1–3):237–244.

KOVALENKO A, HIRATA F. Potential of Mean Force between Two Molecular Ions in a Polar
Molecular Solvent: A Study by the Three-Dimensional Reference Interaction Site Model. The
Journal of Physical Chemistry B. 1999; 103(37):7942–7957.

KOVALENKO A, HIRATA F. Hydration free energy of hydrophobic solutes studied by a reference
interaction site model with a repulsive bridge correction and a thermodynamic perturbation
method. The Journal of Chemical Physics. 2000a; 113(7):2793–2793.

KOVALENKO A, HIRATA F. Potentials of mean force of simple ions in ambient aqueous solution. I.
Three-dimensional reference interaction site model approach. The Journal of Chemical Physics.
2000b; 112(23):10391–10391.

KOVALENKO A, HIRATA F. Potentials of mean force of simple ions in ambient aqueous solution.
II. Solvation structure from the three-dimensional reference interaction site model approach, and
comparison with simulations. The Journal of Chemical Physics. 2000c; 112(23):10403–10403.

KOZLOV AG, LOHMAN TM. Calorimetric studies of E. coli SSB protein-single-stranded DNA
interactions. Effects of monovalent salts on binding enthalpy. Journal of Molecular Biology.
1998; 278(5):999–1014. [PubMed: 9600857]

KRAAYENHOF R. Monovalent cations differentially affect membrane surface properties and
membrane curvature, as revealed by fluorescent probes and dynamic light scattering. Biochimica
et Biophysica Acta (BBA) - Biomembranes. 1996; 1282(2):293–302.

KREM M, DI CERA E. Conserved water molecules in the specificity pocket of serine proteases and
the molecular mechanism of Na+ binding. Proteins: Structure, Function, and Genetics. 1998;
30(1):34–42.

KUHN LA, SIANI MA, PIQUE ME, FISHER CL, GETZOFF ED, TAINER JA. The interdependence
of protein surface topography and bound water molecules revealed by surface accessibility and
fractal density measures. Journal of Molecular Biology. 1992; 228(1):13–22. [PubMed: 1447777]

KUMAR R, WANG FF, JENNESS GR, JORDAN KD. A second generation distributed point
polarizable water model. Journal of Chemical Physics. 2010; 132(1):014309. [PubMed:
20078163]

LABUTE P. The generalized Born/volume integral implicit solvent model: Estimation of the free
energy of hydration using London dispersion instead of atomic surface area. Journal of
Computational Chemistry. 2008; 9999(9999)

LAIO A, PARRINELLO M. Escaping free-energy minima. Proceedings of the National Academy of
Sciences. 2002; 99(20):12562–12566.

LAMM, G. Reviews in Computational Chemistry; The Poisson-Boltzmann Equation. John Wiley and
Sons, Inc; 2003. p. 147-366.

LAMM G, PACK G. Counterion condensation and shape within Poisson-Boltzmann theory.
Biopolymers. 2010; 93(7):619–639. [PubMed: 20213767]

LAMOUREUX, G.; MACKERELL, AD.; ROUX, B. A simple polarizable model of water based on
classical Drude oscillators. AIP; 2003.

LAMOUREUX G, ROUX B. Absolute hydration free energy scale for alkali and halide ions
established from simulations with a polarizable force field. The journal of physical chemistry B.
2006; 110(7):3308–3322. [PubMed: 16494345]

LANDAU, LD.; LIFSHITZ, EM.; PITAEVSKII, LP. Electrodynamics of Continous Media; Landau
and Lifshitz Course of Theoretical Physics. Butterworth-Heinenann; 1982.

LAU KF, ALPER HE, THACHER TS, STOUCH TR. Effects of Switching Functions on the Behavior
of Liquid Water in Molecular Dynamics Simulations. The Journal of Physical Chemistry. 1994;
98(35):8785–8792.

LAURENTS D, HUYGHUES-DESPOINTES B, BRUIX M, THURLKILL R, SCHELL D,
NEWSOM S, GRIMSLEY G, SHAW K, TREVIÑO S, RICO M, BRIGGS J, ANTOSIEWICZ J,
SCHOLTZ M, PACE N. Charge-charge interactions are key determinants of the pK values of

Ren et al. Page 55

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



ionizable groups in ribonuclease Sa (pI=3.5) and a basic variant (pI=10.2). Journal of Molecular
Biology. 2003; 325(5):1077–1092. [PubMed: 12527309]

LAZARIDIS T, KARPLUS M. Effective energy function for proteins in solution. Proteins: Structure,
Function, and Bioinformatics. 1999; 35(2):133–152.

LEACH, AR. Molecular modelling: principles and applications. Harlow, England; New York: Prentice
Hall; 2001.

LEE MS, SALSBURY FR JR, BROOKS CL III. Novel generalized Born methods. Journal of
Chemical Physics. 2002; 116(24):10606–10614.

LEE MS, SALSBURY FR, OLSON MA. An efficient hybrid explicit/implicit solvent method for
biomolecular simulations. Journal of Computational Chemistry. 2004; 25(16):1967–1978.
[PubMed: 15470756]

LEIPPLY D, DRAPER D. Effects of Mg2+ on the Free Energy Landscape for Folding a Purine
Riboswitch RNA. Biochemistry. 2000; 0(0)

LEONTIDIS E, AROTI A, BELLONI L, DUBOIS M, ZEMB T. Effects of Monovalent Anions of the
Hofmeister Series on DPPC Lipid Bilayers Part II: Modeling the Perpendicular and Lateral
Equation-of-State. Biophysical Journal. 2007; 93(5):1591–1607. [PubMed: 17496050]

LEVY RM, ZHANG LY, GALLICCHIO E, FELTS AK. On the nonpolar hydration free energy of
proteins: surface area and continuum solvent models for the solute-solvent interaction energy.
Journal of the American Chemical Society. 2003; 125(31):9523–9530. [PubMed: 12889983]

LI H, HAINS AW, EVERTS JE, ROBERTSON AD, JENSEN JH. The Prediction of Protein pKa’s
Using QM/MM: The pKa of Lysine 55 in Turkey Ovomucoid Third Domain. Journal of Physical
Chemistry B. 2002; 106(13):3486–3494.

LI H, ROBERTSON AD, JENSEN JH. The determinants of carboxyl pKa values in turkey ovomucoid
third domain. Proteins. 2004; 55(3):689–704. [PubMed: 15103631]

LI H, ROBERTSON AD, JENSEN JH. Very fast empirical prediction and rationalization of protein
pKa values. Proteins. 2005; 61(4):704–721. [PubMed: 16231289]

LI J, HAWKINS GD, CRAMER CJ, TRUHLAR DG. Universal reaction field model based on ab
initio Hartree–Fock theory. Chemical Physics Letters. 1998a; 288(2–4):293–298.

LI J, ZHU T, CRAMER CJ, TRUHLAR DG. New Class IV Charge Model for Extracting Accurate
Partial Charges from Wave Functions. The Journal of Physical Chemistry A. 1998b; 102(10):
1820–1831.

LI W, ZHANG J, WANG J, WANG W. Metal-Coupled Folding of Cys2His2 Zinc-Finger. J Am Chem
Soc. 2008; 130(3):892–900. [PubMed: 18163620]

LI X, LI J, ELEFTHERIOU M, ZHOU R. Hydration and Dewetting near Fluorinated
Superhydrophobic Plates. Journal of the American Chemical Society. 2006; 128(38):12439–
12447. [PubMed: 16984193]

LICATA VJ, ALLEWELL NM. Functionally Linked Hydration Changes in Escherichia coli Aspartate
Transcarbamylase and Its Catalytic Subunit. Biochemistry. 1997; 36(33):10161–10167.
[PubMed: 9254613]

LIFSON S. Consistent Force Field for Calculations of Conformations, Vibrational Spectra, and
Enthalpies of Cycloalkane and n?Alkane Molecules. J Chem Phys. 1968; 49(11):5116.

LIN H, TRUHLAR D. QM/MM: what have we learned, where are we, and where do we go from here?
Theoretical Chemistry Accounts: Theory, Computation, and Modeling (Theoretica Chimica
Acta). 2007; 117(2):185–199.

LINDELL IV. Electrostatic image theory for the dielectric sphere. Radio Sci. 1992; 27(1):1–8.

LINSE P. Thermodynamic and structural aspects of liquid and solid benzene. Monte Carlo study.
Journal of the American Chemical Society. 1984; 106(19):5425–5430.

LIU K, JIA Z, CHEN G, TUNG C, LIU R. Systematic Size Study of an Insect Antifreeze Protein and
Its Interaction with Ice. Biophysical Journal. 2005; 88(2):953–958. [PubMed: 15713600]

LOPES PEM, LAMOUREUX G, ROUX B, MACKERELL AD. Polarizable Empirical Force Field for
Aromatic Compounds Based on the Classical Drude Oscillator. The Journal of Physical
Chemistry B. 2007; 111(11):2873–2885. [PubMed: 17388420]

Ren et al. Page 56

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



LOPES PEM, ROUX B, MACKERELL AD. Molecular modeling and dynamics studies with explicit
inclusion of electronic polarizability: theory and applications. Theoretical Chemistry Accounts.
2009; 124(1–2):11–28. [PubMed: 20577578]

LU B, CHENG X, HUANG J, MCCAMMON A. AFMPB: An adaptive fast multipole Poisson–
Boltzmann solver for calculating electrostatics in biomolecular systems. Computer Physics
Communications. 2010; 181(6):1150–1160. [PubMed: 20532187]

LUAN B, AKSIMENTIEV A. Electric and electrophoretic inversion of the DNA charge in multivalent
electrolytes. Soft Matter. 2010

LUBCHENKO V, WOLYNES PG, FRAUENFELDER H. Mosaic Energy Landscapes of Liquids and
the Control of Protein Conformational Dynamics by Glass-Forming Solvents. The Journal of
Physical Chemistry B. 2005; 109(15):7488–7499. [PubMed: 16851860]

LUCENT D, VISHAL V, PANDE VS. Protein folding under confinement: A role for solvent.
Proceedings of the National Academy of Sciences of the United States of America. 2007;
104(25):10430–10434. [PubMed: 17563390]

LUM K, CHANDLER D, WEEKS JD. Hydrophobicity at small and large length scales. Journal of
Physical Chemistry B. 1999; 103(22):4570–4577.

LUND M, JUNGWIRTH P, WOODWARD CE. Ion Specific Protein Assembly and Hydrophobic
Surface Forces. Physical Review Letters. 2008a; 100(25)

LUND M, VACHA R, JUNGWIRTH P. Specific Ion Binding to Macromolecules: Effects of
Hydrophobicity and Ion Pairing. Langmuir. 2008b

LUO R, DAVID L, GILSON M. Accelerated Poisson-Boltzmann calculations for static and dynamic
systems. Journal of Computational Chemistry. 2002; 23(13):1244–1253. [PubMed: 12210150]

LUZHKOV VB, ÅQVIST J. A computational study of ion binding and protonation states in the KcsA
potassium channel. Biochimica et Biophysica Acta (BBA) - Protein Structure and Molecular
Enzymology. 2000; 1481(2):360–370.

LYNDEN-BELL R, RASAIAH JC. From hydrophobic to hydrophilic behaviour: A simulation study
of solvation entropy and free energy of simple solutes. The Journal of Chemical Physics. 1997;
107(6):1981.

MACCALLUM JL, MOGHADDAM MS, CHAN HS, TIELEMAN DP. Hydrophobic association of
alpha-helices, steric dewetting, and enthalpic barriers to protein folding. Proceedings of the
National Academy of Sciences of the United States of America. 2007; 104(15):6206–6210.
[PubMed: 17404236]

MACKERELL AD, BASHFORD D, DUNBRACK RL, EVANSECK JD, FIELD MJ, FISCHER S,
GAO J, GUO H, HA S, JOSEPH-MCCARTHY D, KUCHNIR L, KUCZERA K, LAU FTK,
MATTOS C, MICHNICK S, NGO T, NGUYEN DT, PRODHOM B, REIHER WE, ROUX B,
SCHLENKRICH M, SMITH JC, STOTE R, STRAUB J, WATANABE M, WIÓRKIEWICZ-
KUCZERA J, YIN D, KARPLUS M. All-Atom Empirical Potential for Molecular Modeling and
Dynamics Studies of Proteins †. The Journal of Physical Chemistry B. 1998; 102(18):3586–
3616.

MADAN B, SHARP K. Heat Capacity Changes Accompanying Hydrophobic and Ionic Solvation: A
Monte-Carlo and Random Network Model Study. Bhupinder Madan and Kim Sharp: 1996,
Volume 100. Journal of Physical Chemistry B. 2001; 105(11)

MADURA JD, BRIGGS JM, WADE RC, DAVIS ME, LUTY BA, ILIN A, ANTOSIEWICZ J,
GILSON MK, BAGHERI B, SCOTT LR, MCCAMMON JA. Electrostatics and diffusion of
molecules in solution -simulations with the University of Houston Brownian Dynamics program.
Computer Physics Communications. 1995; 91(1–3):57–95.

MAHONEY MW, JORGENSEN WL. A five-site model for liquid water and the reproduction of the
density anomaly by rigid, nonpolarizable potential functions. The Journal of Chemical Physics.
2000; 112(20):8910–8910.

MARCUS, RA. Electrostatic Free Energy and Other Properties of States Having Nonequilibrium
Polarization. Vol. I. AIP; 1956.

MARCUS RA, SUTIN N. Electron Transfers in Chemistry and Biology. Biochimica et biophysica
acta. 1985; 811(3):265–322.

Ren et al. Page 57

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



MARCUS Y. Ionic volumes in solution. Biophysical Chemistry. 2006; 124(3):200–207. [PubMed:
16793195]

MARENICH AV, CRAMER CJ, TRUHLAR DG. Perspective on Foundations of Solvation Modeling:
The Electrostatic Contribution to the Free Energy of Solvation. Journal of Chemical Theory and
Computation. 2008; 4(6):877–887.

MARINCOLA FC, DENISOV VP, HALLE B. Competitive Na+ and Rb+ Binding in the Minor
Groove of DNA. Journal of the American Chemical Society. 2004; 126(21):6739–6750.
[PubMed: 15161302]

MARTICK M, LEE TS, YORK DM, SCOTT WG. Solvent Structure and Hammerhead Ribozyme
Catalysis. Chemistry & Biology. 2008; 15(4):332–342. [PubMed: 18420140]

MARTIN-MOLINA A, CALERO C, FARAUDO J, QUESADA-PEREZ M, TRAVESSET A,
HIDALGO-ALVAREZ R. The hydrophobic effect as a driving force for charge inversion in
colloids. Soft Matter. 2009

MARTIN D, FRIESEN A, MATYUSHOV D. Electric field inside a “Rossky cavity” in uniformly
polarized water. The Journal of Chemical Physics. 2011; 135(8):084514. [PubMed: 21895206]

MARTIN F, ZIPSE H. Charge distribution in the water molecule—A comparison of methods. Journal
of Computational Chemistry. 2005; 26(1):97–105. [PubMed: 15547940]

MARUCHO M, KELLEY CT, PETTITT BM. Solutions of the Optimized Closure Integral Equation
Theory: Heteronuclear Polyatomic Fluids. Journal of Chemical Theory and Computation. 2008;
4(3):385–396. [PubMed: 19234594]

MARUCHO M, PETTITT BM. Optimized theory for simple and molecular fluids. Journal of
Chemical Physics. 2007; 126

MARUYAMA Y, YOSHIDA N, HIRATA F. Revisiting the salt-induced conformational change of
DNA with 3D-RISM theory. The journal of physical chemistry B. 2010; 114(19):6464–6471.
[PubMed: 20423056]

MASAMURA M. Error of Atomic Charges Derived from Electrostatic Potential. Structural Chemistry.
2000; 11(1):41–45.

MASCAGNI M, SIMONOV N. Monte Carlo Methods for Calculating Some Physical Properties of
Large Molecules. SIAM Journal on Scientific Computing. 2004; 26(1):339.

MASSOVA I, KOLLMAN PA. Combined molecular mechanical and continuum solvent approach
(MM-PBSA/GBSA) to predict ligand binding. Perspectives in Drug Discovery and Design. 2000;
18:113–135.

MAURO SA, KOUDELKA GB. Monovalent Cations Regulate DNA Sequence Recognition by 434
Repressor. Journal of Molecular Biology. 2004; 340(3):445–457. [PubMed: 15210346]

MCCAMMON JA, GELIN BR, KARPLUS M. Dynamics of folded proteins. Nature. 1977;
267(5612):585–590. [PubMed: 301613]

MCLAUGHLIN S. The Electrostatic Properties of Membranes. Annual Review of Biophysics and
Biophysical Chemistry. 1989; 18(1):113–136.

MEHLER E, GUARNIERI F. A Self-Consistent, Microenvironment Modulated Screened Coulomb
Potential Approximation to Calculate pH-Dependent Electrostatic Effects in Proteins.
Biophysical Journal. 1999; 77(1):3–22. [PubMed: 10388736]

MERZEL F, SMITH JC. Is the first hydration shell of lysozyme of higher density than bulk water?
Proceedings of the National Academy of Sciences of the United States of America. 2002; 99(8):
5378–5383. [PubMed: 11959992]

MICU AM, BAGHERI B, ILIN AV, SCOTT LR, PETTITT BM. Numerical considerations in the
computation of the electrostatic free energy of interaction within the Poisson-Boltzmann theory.
Journal of Computational Physics. 1997; 136(2):263–271.

MIKULECKY PJ, FEIG AL. Heat capacity changes associated with nucleic acid folding.
Biopolymers. 2006; 82(1):38–58. [PubMed: 16429398]

MISRA VK, DRAPER DE. The interpretation of Mg(2+) binding isotherms for nucleic acids using
Poisson-Boltzmann theory. J Mol Biol. 1999; 294(5):1135–1147. [PubMed: 10600372]

MISRA VK, DRAPER DE. Mg(2+) binding to tRNA revisited: the nonlinear Poisson-Boltzmann
model. J Mol Biol. 2000; 299(3):813–825. [PubMed: 10835286]

Ren et al. Page 58

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



MISRA VK, DRAPER DE. A thermodynamic framework for Mg2+ binding to RNA. Proceedings of
the National Academy of Sciences of the United States of America. 2001; 98(22):12456–12461.
[PubMed: 11675490]

MISRA VK, DRAPER DE. The linkage between magnesium binding and RNA folding. Journal of
Molecular Biology. 2002; 317(4):507–521. [PubMed: 11955006]

MISRA VK, SHIMAN R, DRAPER DE. A thermodynamic framework for the magnesium-dependent
folding of RNA. Biopolymers. 2003; 69(1):118–136. [PubMed: 12717727]

MITRA R, ZHANG Z, ALEXOV E. In silico modeling of pH-optimum of protein–protein binding.
Proteins. 2011; 79(3):925–936. [PubMed: 21287623]

MIYATA T, HIRATA F. Combination of molecular dynamics method and 3D-RISM theory for
conformational sampling of large flexible molecules in solution. Journal of Computational
Chemistry. 2008; 29(6):871–882. [PubMed: 17963231]

MIZUNO K, ODA K, MAEDA S, SHINDO Y, OKUMURA A. 1H-NMR Study on Water Structure in
Halogenoalcohol-Water Mixtures. The Journal of Physical Chemistry. 1995; 99(10):3056–3059.

MOBLEY DL, BARBER AE, FENNELL CJ, DILL KA. Charge asymmetries in hydration of polar
solutes. The journal of physical chemistry B. 2008; 112(8):2405–2414. [PubMed: 18251538]

MOMANY FA. Determination of partial atomic charges from ab initio molecular electrostatic
potentials - Application to formamide, methanol, and formic acid. Journal of Physical Chemistry.
1978; 82(5):592–601.

MONGAN J, SIMMERLING C, MCCAMMON A, CASE D, ONUFRIEV A. Generalized Born
model with a simple, robust molecular volume correction. Journal of Chemical Theory and
Computation. 2007; 3(1):156–169. [PubMed: 21072141]

MOORE PLUMMER P, CHEN TS. Investigation of structure and stability of small clusters:
Molecular dynamics studies of water pentamers. The Journal of Chemical Physics. 1987; 86(12):
7149.

MORI M, ERICKSON M, YUE D. Functional stoichiometry and local enrichment of calmodulin
interacting with Ca2+ channels. Science (New York, NY). 2004; 304(5669):432–435.

MOSER CC, KESKE JM, WARNCKE K, FARID RS, DUTTON PS. Nature of Biological Electron-
Transfer. Nature. 1992; 355:796–802. [PubMed: 1311417]

MUKHERJEE AK. The attraction between like-charged macroions—the crucial roles of macroion
geometry and charge distribution. Journal of Physics: Condensed Matter. 2004; 16(16):2907–
2930.

NADA H. An intermolecular potential model for the simulation of ice and water near the melting
point: A six-site model of H2O. J Chem Phys. 2003; 118(16):7401.

NAYAL M, DI CERA E. Valence Screening of Water in Protein Crystals Reveals Potential Na
+Binding Sites. Journal of Molecular Biology. 1996; 256(2):228–234. [PubMed: 8594192]

NETZ RR, NAJI A. Attraction of like-charged macroions in the strong-coupling limit. The European
Physical Journal E: Soft Matter and Biological Physics. 2004; 13(1):43–59.

NEUMANN, C. Hydrodynamische untersuchungen: nebst einem Anhange über die Probleme der
Elektrostatik und der magnetischen Induction. Leipzig: B.G. Teubner; 1883.

NGUYEN TT, GROSBERG AY, SHLOVSKII BI. Screening of a charged particle by multivalent
counterions in salty water: strong charge inversion. Journal of Chemical Physics. 2000; 113(3):
1110–1125.

NI H, ANDERSON CF, RECORD MT. Quantifying the Thermodynamic Consequences of Cation (M
2+, M + ) Accumulation and Anion (X - ) Exclusion in Mixed Salt Solutions of Polyanionic
DNA Using Monte Carlo and Poisson-Boltzmann Calculations of Ion-Polyion Preferential
Interaction Coefficients. The Journal of Physical Chemistry B. 1999; 103(17):3489–3504.

NICHOLLS A, HONIG B. A rapid finite difference algorithm, utilizing successive over-relaxation to
solve the Poisson-Boltzmann equation. Journal of Computational Chemistry. 1991; 12(4):435–
445.

NICOL MF. Solvent effects on electronic spectra. Applied Spectroscopy Reviews. 1974; 8(2):183–
227.

Ren et al. Page 59

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



NIELSEN J, GUNNER MR, BERTRAND GARCÍA-MORENO E. The pKa cooperative: A
collaborative effort to advance structure-based calculations of pKa values and electrostatic
effects in proteins. Proteins. 2011:n/a–n/a.

NIELSEN JE. Analysing the pH-dependent properties of proteins using pKa calculations. Journal of
Molecular Graphics and Modelling. 2007; 25(5):691–699. [PubMed: 16815056]

NIELSEN JE. Chapter 9 Analyzing Enzymatic pH Activity Profiles and Protein Titration Curves
Using Structure-Based pKa Calculations and Titration Curve Fitting. 2009; 454:233–258.

NIELSEN JE, MCCAMMON JA. On the evaluation and optimization of protein X-ray structures for
pKa calculations. Protein Sci. 2003; 12(2):313–326. [PubMed: 12538895]

NIELSEN JE, VRIEND G. Optimizing the hydrogen-bond network in Poisson-Boltzmann equation-
based pK(a) calculations. Proteins-Structure Function and Genetics. 2001; 43(4):403–412.

NIGHTINGALE ER. Phenomenological Theory of Ion Solvation. Effective Radii of Hydrated Ions.
The Journal of Physical Chemistry. 1959; 63(9):1381–1387.

NINA M, IM W, ROUX B. Optimized atomic radii for protein continuum electrostatics solvation
forces. Biophysical Chemistry. 1999; 78(1–2):89–96. [PubMed: 17030305]

NINHAM BW, YAMINSKY V. Ion Binding and Ion Specificity: The Hofmeister Effect and Onsager
and Lifshitz Theories. Langmuir. 1997; 13(7):2097–2108.

NISHIYAMA K, YAMAGUCHI T, HIRATA F. Solvation Dynamics in Polar Solvents Studied by
Means of RISM/Mode-Coupling Theory. The Journal of Physical Chemistry B. 2009; 113(9):
2800–2804. [PubMed: 19708212]

NIU W, CHEN Z, BUSH-PELC LA, BAH A, GANDHI PS, DI CERA E. Mutant N143P reveals how
Na+ activates thrombin. The Journal of Biological Chemistry. 2009; 284(52):36175–36185.
[PubMed: 19846563]

NORRIS WT. Charge images in a dielectric sphere. Science, Measurement and Technology, IEE
Proceedings -. 1995; 142(2):142–150.

NOSKOV SY, IM W, ROUX B. Ion permeation through the alpha-hemolysin channel: theoretical
studies based on Brownian dynamics and Poisson-Nernst-Plank electrodiffusion theory.
Biophysical Journal. 2004; 87(4):2299–2309. [PubMed: 15454431]

NYMAND TM, LINSE P. Ewald Summation and Reaction Field Methods for Potentials with Atomic
Charges, Dipoles, and Polarizabilities. Journal of Chemical Physics. 2000; 112(14):6152–6160.

OKUR A, WICKSTROM L, LAYTEN M, GENEY R, SONG K, HORNAK V, SIMMERLING C.
Improved Efficiency of Replica Exchange Simulations through Use of a Hybrid Explicit/Implicit
Solvation Model. Journal of Chemical Theory and Computation. 2006; 2(2):420–433.

OKUR A, WICKSTROM L, SIMMERLING C. Evaluation of Salt Bridge Structure and Energetics in
Peptides Using Explicit, Implicit, and Hybrid Solvation Models. Journal of Chemical Theory and
Computation. 2008; 4(3):488–498.

OLMSTED MC, ANDERSON CF, RECORD MT. Importance of oligoelectrolyte end effects for the
thermodynamics of conformational transitions of nucleic acid oligomers: a grand canonical
Monte Carlo analysis. Biopolymers. 1991; 31(13):1593–1604. [PubMed: 1814506]

ONSAGER L. Electric Moments of Molecules in Liquids. Journal of the American Chemical Society.
1936; 58(8):1486–1493.

ONUFRIEV A, BASHFORD D, CASE D. Modification of the Generalized Born Model Suitable for
Macromolecules. The Journal of Physical Chemistry B. 2000; 104(15):3712–3720.

ONUFRIEV A, CASE DA, BASHFORD D. Effective Born radii in the generalized Born
approximation: the importance of being perfect. J Comput Chem. 2002; 23(14):1297–1304.
[PubMed: 12214312]

ORTTUNG WH. Extension of the Kirkwood-Westheimer model of substituent effects to general
shapes, charges, and polarizabilities. Application to the substituted bicyclo[2.2.2]octanes. Journal
of the American Chemical Society. 1978; 100(14):4369–4375.

OSAPAY K, YOUNG WS, BASHFORD D, BROOKS CL III, CASE DA. Dielectric continuum
models for hydration effects on peptide conformational transitions. Journal of Physical
Chemistry. 1996; 100(7):2698–2705.

OVERMAN LB, LOHMAN TM. Linkage of pH, Anion and Cation Effects in Protein-Nucleic Acid
Equilibria. Journal of Molecular Biology. 1994; 236(1):165–178. [PubMed: 8107102]

Ren et al. Page 60

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



PAGE MJ, BLEACKLEY MR, WONG S, MACGILLIVRAY RTA, DI CERA E. Conversion of
trypsin into a Na(+)-activated enzyme. Biochemistry. 2006; 45(9):2987–2993. [PubMed:
16503653]

PALIWAL A, ASTHAGIRI D, PRATT LR, ASHBAUGH HS, PAULAITIS ME. An analysis of
molecular packing and chemical association in liquid water using quasichemical theory. Journal
of Chemical Physics. 2006; 124

PALMO K, MANNFORS B, MIRKIN NG, KRIMM S. Inclusion of charge and polarizability fluxes
provides needed physical accuracy in molecular mechanics force fields. Chemical Physics
Letters. 2006; 429(4–6):628–632.

PAPAZYAN A, WARSHEL A. Continuum and Dipole-Lattice Models of Solvation. J Phys Chem B.
1997; 101(51):11254–11264.

PAPAZYAN A, WARSHEL A. Effect of Solvent Discreteness on Solvation. J Phys Chem B. 1998;
102(27):5348–5357.

PARSEGIAN VA, RAND RP, RAU DC. Osmotic stress, crowding, preferential hydration, and
binding: A comparison of perspectives. Proceedings of the National Academy of Sciences of the
United States of America. 2000; 97(8):3987–3992. [PubMed: 10760270]

PARSEGIAN VA, RAU DC. Water near intracellular surfaces. Journal of Cell Biology. 1984; 99(1):
196–200s.

PARSONS D, BOSTROM M, NOSTRO P, NINHAM B. Hofmeister effects: interplay of hydration,
nonelectrostatic potentials, and ion size. Phys Chem Chem Phys. 2011; 13(27):12352–12367.
[PubMed: 21670834]

PARSONS DF, BOSTRÖM M, MACEINA TJ, SALIS A, NINHAM BW. Why direct or reversed
Hofmeister series? Interplay of hydration, non-electrostatic potentials, and ion size. Langmuir:
the ACS journal of surfaces and colloids. 2010; 26(5):3323–3328. [PubMed: 20175572]

PATEL S, BROOKS CL. CHARMM fluctuating charge force field for proteins: I parameterization
and application to bulk organic liquid simulations. Journal of Computational Chemistry. 2004;
25(1):1–16. [PubMed: 14634989]

PATEL S, DAVIS JE, BAUER BA. Exploring ion permeation energetics in gramicidin A using
polarizable charge equilibration force fields. Journal of the American Chemical Society. 2009;
131(39):13890–13891. [PubMed: 19788320]

PATEL S, MACKERELL AD, BROOKS CL. CHARMM fluctuating charge force field for proteins: II
Protein/solvent properties from molecular dynamics simulations using a nonadditive electrostatic
model. Journal of Computational Chemistry. 2004; 25(12):1504–1514. [PubMed: 15224394]

PATRA M, KARTTUNEN M. Systematic comparison of force fields for microscopic simulations of
NaCl in aqueous solutions: Diffusion, free energy of hydration, and structural properties. Journal
of Computational Chemistry. 2004; 25(5):678–689. [PubMed: 14978711]

PEGRAM LM, RECORD MT. Partitioning of atmospherically relevant ions between bulk water and
the water/vapor interface. Proceedings of the National Academy of Sciences of the United States
of America. 2006; 103(39):14278–14281. [PubMed: 16980410]

PEGRAM LM, RECORD MT. Hofmeister salt effects on surface tension arise from partitioning of
anions and cations between bulk water and the air-water interface. The journal of physical
chemistry B. 2007; 111(19):5411–5417. [PubMed: 17432897]

PEGRAM LM, RECORD MT. Thermodynamic origin of hofmeister ion effects. The journal of
physical chemistry B. 2008; 112(31):9428–9436. [PubMed: 18630860]

PEGRAM LM, WENDORFF T, ERDMANN R, SHKEL I, BELLISSIMO D, FELITSKY DJ,
RECORD MT. Why Hofmeister effects of many salts favor protein folding but not DNA helix
formation. Proceedings of the National Academy of Sciences of the United States of America.
2010; 107(17):7716–7721. [PubMed: 20385834]

PERKYNS J, MONTGOMERY PETTITT B. Integral equation approaches to structure and
thermodynamics of aqueous salt solutions. Biophysical Chemistry. 1994; 51(2–3):129–146.
[PubMed: 7919031]

PERKYNS J, PETTITT BM. A site–site theory for finite concentration saline solutions. The Journal of
Chemical Physics. 1992; 97(10):7656–7656.

Ren et al. Page 61

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



PERKYNS J, PETTITT BM. Dependence of Hydration Free Energy on Solute Size. The Journal of
Physical Chemistry. 1996; 100(4):1323–1329.

PERKYNS JS, PETTITT BM. Peptide Conformations are Restricted by Solution Stability. The Journal
of Physical Chemistry. 1995; 99(1):1–2.

PETRACHE HI, ZEMB T, BELLONI L, PARSEGIAN VA. Salt screening and specific ion adsorption
determine neutral-lipid membrane interactions. Proceedings of the National Academy of
Sciences of the United States of America. 2006; 103(21):7982–7987. [PubMed: 16702553]

PETRONE PM, GARCIA AE. MHC-peptide binding is assisted by bound water molecules. J Mol
Biol. 2004; 338(2):419–435. [PubMed: 15066441]

PIETRONAVE S, ARCESI L, D’ARRIGO C, PERICO A. Attraction between Like-Charged
Polyelectrolytes in the Extended Condensation Theory†. The Journal of Physical Chemistry B.
2008; 112(50):15991–15998. [PubMed: 19368020]

PINCUS DL, HYEON C, THIRUMALAI D. Effects of Trimethylamine N-Oxide (TMAO) and
Crowding Agents on the Stability of RNA Hairpins. J Am Chem Soc. 2008; 130(23):7364–7372.
[PubMed: 18479134]

PIQUEMAL JP, WILLIAMS-HUBBARD B, FEY N, DEETH RJ, GRESH N, GIESSNER-PRETTRE
C. Inclusion of the ligand field contribution in a polarizable molecular mechanics: SIBFA-LF.
Journal of Computational Chemistry. 2003; 24(16):1963–1970. [PubMed: 14531050]

PITERA JW, VAN GUNSTEREN WF. The Importance of Solute-Solvent van der Waals Interactions
with Interior Atoms of Biopolymers. Journal of the American Chemical Society. 2001; 123(13):
3163–3164. [PubMed: 11457039]

PODGORNIK R, DOBNIKAR J. Casimir and pseudo-Casimir interactions in confined
polyelectrolytes. Journal of Chemical Physics. 2001; 115(4):1951–1959.

PONDER JW, CASE DA. Force fields for protein simulations. Advances in protein chemistry. 2003;
66:27–85. [PubMed: 14631816]

POPELIER PLA, JOUBERT L, KOSOV DS. Convergence of the Electrostatic Interaction Based on
Topological Atoms. Journal of Physical Chemistry A. 2001; 105:8254–8261.

POSTMA JPM, BERENDSEN HJC, HAAK JR. Thermodynamics of cavity formation in water. A
molecular dynamics study. Faraday Symposia of the Chemical Society. 1982; 17:55–67.

PRABHU N, SHARP K. Protein-Solvent Interactions. Chemical Reviews. 2006; 106(5):1616–1623.
[PubMed: 16683747]

PRATT LR. Molecular theory of hydrophobic effects: “She is too mean to have her name repeated”.
Annual Review of Physical Chemistry. 2002; 53:409–436.

PRATT LR, CHANDLER D. Theory of the hydrophobic effect. The Journal of Chemical Physics.
1977; 67(8):3683–3683.

PRATT LR, CHANDLER D. Effects of solute--solvent attractive forces on hydrophobic correlations.
The Journal of Chemical Physics. 1980; 73(7)

PRATT LR, LAVIOLETTE RA. Quasi-chemical theories of associated liquids. Molecular Physics.
1998; 94(6):909–915.

PRATT LR, LAVIOLETTE RA, GOMEZ MA, GENTILE ME. Quasi-Chemical Theory for the
Statistical Thermodynamics of the Hard-Sphere Fluid†. The Journal of Physical Chemistry B.
2001; 105(47):11662–11668.

PRATT LR, POHORILLE A. Theory of Hydrophobicity: Transient Cavities in Molecular Liquid.
Proceedings of the National Academy of Sciences of the United States of America. 1992; 89(7):
2995–2999. [PubMed: 11537863]

PRATT LR, POHORILLE AU. Hydrophobic Effects and Modeling of Biophysical Aqueous Solution
Interfaces. Chemical Reviews. 2002; 102(8)

PRICE SL. A distributed multipole analysis of the charge densities of some aromatic hydrocarbons.
Chemical Physics Letters. 1985; 114(4):359–364.

PRICE SL, STONE AJ, ALDERTON M. Explicit formulae for the electrostatic energy, forces and
torques between a pair of molecules of arbitrary symmetry. Molecular Physics. 1984; 52(4):987–
1001.

Ren et al. Page 62

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



QIAO R, ALURU NR. Charge Inversion and Flow Reversal in a Nanochannel Electro-osmotic Flow.
Physical Review Letters. 2004; 92

QIU X, PARSEGIAN A, RAU D. Divalent counterion-induced condensation of triple-strand DNA.
Proceedings of the National Academy of Sciences. 2010; 107(50):21482–21486.

RAHMAN A. Molecular Dynamics Study of Liquid Water. J Chem Phys. 1971; 55(7):3336.

RAJAMANI S, TRUSKETT TM, GARDE S. Hydrophobic hydration from small to large lengthscales:
Understanding and manipulating the crossover. Proceedings of the National Academy of
Sciences of the United States of America. 2005; 102(27):9475–9480. [PubMed: 15972804]

RAMIREZ R, BORGIS D. Density Functional Theory of Solvation and Its Relation to Implicit
Solvent Models. Journal of Physical Chemistry B. 2005; 109(14):6754–6763.

RAPPE AK, GODDARD WA. Charge Equilibration for Molecular Dynamics Simulations. Journal of
Physical Chemistry. 1991; 95(8):3358–3363.

RECORD MT, ANDERSON CF, LOHMAN TM. Thermodynamic analysis of ion effects on the
binding and conformational equilibria of proteins and nucleic acids: the roles of ion association
or release, screening, and ion effects on water activity. Quarterly Reviews of Biophysics. 1978;
11(02):103–178. [PubMed: 353875]

RECORD MT, OLMSTED MC, BOND JP, ANDERSON CF, RECORD MT JR. Grand canonical
Monte Carlo molecular and thermodynamic predictions of ion effects on binding of an
oligocation (L8+) to the center of DNA oligomers. Biophysical Journal. 1995; 68:634–647.
[PubMed: 7696515]

REED AE, CURTISS LA, WEINHOLD F. Intermolecular interactions from a natural bond orbital,
donor-acceptor viewpoint. Chemical Reviews. 1988; 88(6):899–926.

REMPE SB, ASTHAGIRI D, PRATT LR. Inner shell definition and absolute hydration free energy of
K+(aq) on the basis of quasi-chemical theory and ab initio molecular dynamics. Physical
Chemistry Chemical Physics. 2004; 6(8):1966–1969.

REN P, PONDER JW. Consistent treatment of inter- and intramolecular polarization in molecular
mechanics calculations. Journal of Computational Chemistry. 2002; 23(16):1497–1506.
[PubMed: 12395419]

REN P, PONDER JW. Polarizable Atomic Multipole Water Model for Molecular Mechanics
Simulation. Journal of Physical Chemistry B. 2003; 107(24):5933–5947.

REN P, WU C, PONDER JW. Polarizable Atomic Multipole-Based Molecular Mechanics for Organic
Molecules. Journal of Chemical Theory and Computation. 2011; 7:3143–3161. [PubMed:
22022236]

REYES-CABALLERO H, CAMPANELLO G, GIEDROC D. Metalloregulatory proteins: Metal
selectivity and allosteric switching. Biophysical Chemistry. 2011

REYNOLDS CA, ESSEX JW, GRAHAM RICHARDS W. Errors in free-energy perturbation
calculations due to neglecting the conformational variation of atomic charges. Chemical Physics
Letters. 1992a; 199(3–4):257–260.

REYNOLDS CA, ESSEX JW, RICHARDS WG. Atomic charges for variable molecular
conformations. Journal of the American Chemical Society. 1992b; 114(23):9075–9079.

RHODES MM, RÉBLOVÁ K, SPONER J, WALTER NG. Trapped water molecules are essential to
structural dynamics and function of a ribozyme. Proceedings of the National Academy of
Sciences of the United States of America. 2006; 103(36):13380–13385. [PubMed: 16938834]

RIBEIRO M. Fluctuating charge model for polyatomic ionic systems: A test case with diatomic
anions. J Chem Phys. 1999; 110(23):11445.

RICCARDI D, SCHAEFER P, YANG YU, GHOSH HN, PRAT-RESINA X, KÖNIG P, LI G, XU D,
GUO H, ELSTNER M, CUI Q. Development of Effective Quantum Mechanical/Molecular
Mechanical (QM/MM) Methods for Complex Biological Processes. The Journal of Physical
Chemistry B. 2006; 110(13):6458–6469. [PubMed: 16570942]

RICK SW. Simulations of ice and liquid water over a range of temperatures using the fluctuating
charge model. Journal of Chemical Physics. 2001; 114(5):2276–2283.

ROBINSON G, CHO CH, URQUIDI J. Isosbestic points in liquid water: Further strong evidence for
the two-state mixture model. The Journal of Chemical Physics. 1999; 111(2):698.

ROBINSON, RA.; STOKES, RH. Electrolyte Solutions. 2 Revised. Mineola, NY: Dover; 2002.

Ren et al. Page 63

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



ROCCHIA W, SRIDHARAN S, NICHOLLS A, ALEXOV E, CHIABRERA A, HONIG B. Rapid
grid-based construction of the molecular surface and the use of induced surface charge to
calculate reaction field energies: applications to the molecular systems and geometric objects.
Journal of Computational Chemistry. 2002; 23(1):128–137. [PubMed: 11913378]

RODE B, HOFER T, RANDOLF B, SCHWENK C, XENIDES D, VCHIRAWONGKWIN V. Ab
initio quantum mechanical charge field (QMCF) molecular dynamics: a QM/MM – MD
procedure for accurate simulations of ions and complexes. Theoretical Chemistry Accounts:
Theory, Computation, and Modeling (Theoretica Chimica Acta). 2006; 115(2):77–85.

ROOT JH, EGELSTAFF PA, HIME A. Quantum effects in the structure of water measured by gamma
ray diffraction. Chemical Physics. 1986; 109(2–3):437–453.

RÖSGEN J, PETTITT BM, BOLEN DW. Protein Folding, Stability, and Solvation Structure in
Osmolyte Solutions. Biophysical Journal. 2005; 89(5):2988–2997. [PubMed: 16113118]

RÖSGEN J, PETTITT BM, BOLEN DW. An analysis of the molecular origin of osmolyte-dependent
protein stability. Protein Science: a Publication of the Protein Society. 2007; 16(4):733–743.
[PubMed: 17327389]

ROSSKY PJ, PETTITT BM, STELL G. The coupling of long and short range correlations in ISM
liquids. Molecular Physics. 1983; 50(6):1263–1271.

ROTTLER J, KRAYENHOFF B. Numerical studies of nonlocal electrostatic effects on the sub-
nanoscale. Journal of Physics: Condensed Matter. 2009; 21(25)

ROUX B. Implicit solvent models. Biophysical Chemistry. 1999; 78(1–2):1–20. [PubMed: 17030302]

ROUX B, ALLEN T, BERNÈCHE S, IM W. Theoretical and computational models of biological ion
channels. Quarterly Reviews of Biophysics. 2004; 37(1):15–103. [PubMed: 17390604]

ROUX C, BHATT F, FORET J, DE COURCY B, GRESH N, PIQUEMAL JP, JEFFERY CJ,
SALMON L. The reaction mechanism of type I phosphomannose isomerases: new information
from inhibition and polarizable molecular mechanics studies. Proteins. 2011; 79(1):203–220.
[PubMed: 21058398]

ROYER WE, PARDANANI A, GIBSON QH, PETERSON ES, FRIEDMAN JM. Ordered water
molecules as key allosteric mediators in a cooperative dimeric hemoglobin. Proceedings of the
National Academy of Sciences. 1996; 93(25):14526–14531.

SACHS JN, WOOLF TB. Understanding the Hofmeister effect in interactions between chaotropic
anions and lipid bilayers: molecular dynamics simulations. Journal of the American Chemical
Society. 2003; 125(29):8742–8743. [PubMed: 12862466]

SAGUI C, PEDERSEN LG, DARDEN TA. Towards an accurate representation of electrostatics in
classical force fields: Efficient implementation of multipolar interactions in biomolecular
simulations. The Journal of Chemical Physics. 2004; 120(1):73–87. [PubMed: 15267263]

SAMSONOV S, TEYRA J, PISABARRO MT. A molecular dynamics approach to study the
importance of solvent in protein interactions. Proteins: Structure, Function, and Bioinformatics.
2008; 73(2):515–525.

SAVELYEV A, PAPOIAN G. Inter-DNA Electrostatics from Explicit Solvent Molecular Dynamics
Simulations. Journal of the American Chemical Society. 2007; 129(19):6060–6061. [PubMed:
17455935]

SAVELYEV A, PAPOIAN GA. Electrostatic, Steric, and Hydration Interactions Favor Na+
Condensation around DNA Compared with K+ Journal of the American Chemical Society. 2006;
128(45):14506–14518. [PubMed: 17090034]

SCHAEFER M, KARPLUS M. A comprehensive analytical treatment of continuum electrostatics.
Journal of Physical Chemistry. 1996; 100(5):1578–1599.

SCHAEFER P, RICCARDI D, CUI Q. Reliable treatment of electrostatics in combined QM/MM
simulation of macromolecules. The Journal of Chemical Physics. 2005; 123(1)

SCHLICK, T. An Interdisciplinary Guide. Springer-Verlag; 2002. Molecular Modeling and
Simulation.

SCHMID B, MICHALSKY JJ, SLATER DW, BARNARD JC, HALTHORE RN, LILJEGREN JC,
HOLBEN BN, ECK TF, LIVINGSTON JM, RUSSELL PB, INGOLD T, SLUTSKER I.
Comparison of Columnar Water-Vapor Measurements from Solar Transmittance Methods.
Applied Optics. 2001; 40(12):1886–1896. [PubMed: 18357188]

Ren et al. Page 64

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



SCHNIEDERS M, BAKER N, REN P, PONDER J. Polarizable atomic multipole solutes in a Poisson-
Boltzmann continuum. The Journal of Chemical Physics. 2007; 126(12):124114. [PubMed:
17411115]

SCHNIEDERS MJ, PONDER JW. Polarizable Atomic Multipole Solutes in a Generalized Kirkwood
Continuum. J Chem Theory Comput. 2007

SCHREIBER H, STEINHAUSER O. Molecular dynamics studies of solvated polypeptides: Why the
cut-off scheme does not work. Chemical Physics. 1992a; 168(1):75–89.

SCHREIBER H, STEINHAUSER O. Taming cut-off induced artifacts in molecular dynamics studies
of solvated polypeptides: The reaction field method. Journal of Molecular Biology. 1992b;
228(3):909–923. [PubMed: 1469723]

SCHUTZ CN, WARSHEL A. What are the dielectric “constants” of proteins and how to validate
electrostatic models? Proteins. 2001; 44(4):400–417. [PubMed: 11484218]

SCIORTINO F, GEIGER A, STANLEY HE. Isochoric differential scattering functions in liquid water:
The fifth neighbor as a network defect. Physical Review Letters. 1990; 65(27):3452. [PubMed:
10042875]

SENN HM, THIEL W. QM/MM Methods for Biomolecular Systems. Angewandte Chemie
International Edition. 2009; 48(7):1198–1229.

SHAM YY, MUEGGE I, WARSHEL A. The effect of protein relaxation on charge-charge interactions
and dielectric constants of proteins. Biophysical Journal. 1998; 74(4):1744–1753. [PubMed:
9545037]

SHAN J, MEHLER EL. Calculation of pKa in proteins with the microenvironment modulated-
screened coulomb potential (MM-SCP). Proteins. 2011:n/a–n/a.

SHARP KA, HONIG B. Calculating Total Electrostatic Energies with the Nonlinear Poisson-
Boltzmann Equation. Journal of Physical Chemistry. 1990a; 94(19):7684–7692.

SHARP KA, HONIG B. Electrostatic Interactions in Macromolecules -Theory and Applications.
Annual Review of Biophysics and Biophysical Chemistry. 1990b; 19:301–332.

SHARP KA, NICHOLLS A, FINE RF, HONIG B. Reconciling the magnitude of the microscopic and
macroscopic hydrophobic effects. Science. 1991a; 252(5002):106–109. [PubMed: 2011744]

SHARP KA, NICHOLLS A, FRIEDMAN R, HONIG B. Extracting hydrophobic free energies from
experimental data: relationship to protein folding and theoretical models. Biochemistry. 1991b;
30(40):9686–9697. [PubMed: 1911756]

SHEINERMAN FB, NOREL R, HONIG B. Electrostatic aspects of protein-protein interactions.
Current Opinion in Structural Biology. 2000; 10(2):153–159. [PubMed: 10753808]

SHI Y, WU CJ, PONDER JW, REN PY. Multipole Electrostatics in Hydration Free Energy
Calculations. Journal of Computational Chemistry. 2011; 32(5):967–977. [PubMed: 20925089]

SHIMIZU S. Estimating hydration changes upon biomolecular reactions from osmotic stress, high
pressure, and preferential hydration experiments. Proceedings of the National Academy of
Sciences of the United States of America. 2004a; 101(5):1195–1199. [PubMed: 14732698]

SHIMIZU S. Estimation of excess solvation numbers of water and cosolvents from preferential
interaction and volumetric experiments. Journal of Chemical Physics. 2004b; 120(10):4989–
4990. [PubMed: 15267361]

SHIMIZU S, MCLAREN WM, MATUBAYASI N. The Hofmeister series and protein-salt
interactions. Journal of Chemical Physics. 2006; 124

SHIMIZU S, SMITH DJ. Preferential hydration and the exclusion of cosolvents from protein surfaces.
Journal of Chemical Physics. 2004; 121(2):1148–1154. [PubMed: 15260652]

SHULTS M, PEARCE D, IMPERIALI B. Modular and tunable chemosensor scaffold for divalent
zinc. Journal of the American Chemical Society. 2003; 125(35):10591–10597. [PubMed:
12940742]

SIGALOV G, FENLEY A, ONUFRIEV A. Analytical electrostatics for biomolecules: beyond the
generalized Born approximation. The Journal of Chemical Physics. 2006; 124(12):124902.
[PubMed: 16599720]

SILVESTON R, KRONBERG B. Water structuring around nonpolar molecules as determined by
HPLC. The Journal of Physical Chemistry. 1989; 93(16):6241–6246.

Ren et al. Page 65

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



SILVESTRELLI PL, PARRINELLO M. Water Molecule Dipole in the Gas and in the Liquid Phase.
Physical Review Letters. 1999; 82(16):3308.

SIMONOV N, MASCAGNI M, FENLEY M. Monte Carlo-based linear Poisson-Boltzmann approach
makes accurate salt-dependent solvation free energy predictions possible. The Journal of
Chemical Physics. 2007; 127(18):185105. [PubMed: 18020668]

SIMONSON T. Dielectric relaxation in proteins: Microscopic and macroscopic models. International
Journal of Quantum Chemistry. 1999; 73(1):45–57.

SIMONSON T. Macromolecular electrostatics: continuum models and their growing pains. Current
Opinion in Structural Biology. 2001; 11(2):243–252. [PubMed: 11297935]

SIMONSON T. Electrostatics and dynamics of proteins. Reports on Progress in Physics. 2003; 66(5):
737–787.

SIMONSON T. Dielectric relaxation in proteins: the computational perspective. Photosynthesis
research. 2008; 97(1):21–32. [PubMed: 18443919]

SIMONSON T, BRUNGER AT. Solvation free energies estimated from macroscopic continuum
theory: an accuracy assessment. Journal of Physical Chemistry. 1994; 98(17):4683–4694.

SITKOFF D, SHARP K, HONIG B. Accurate Calculation of Hydration Free Energies Using
Macroscopic Solvent Models. The Journal of Physical Chemistry. 1994a; 98(7):1978–1988.

SITKOFF D, SHARP KA, HONIG B. Correlating solvation free energies and surface tensions of
hydrocarbon solutes. Biophys Chem. 1994b; 51(2–3)

SMOLIN N, WINTER R. Molecular Dynamics Simulations of Staphylococcal Nuclease: Properties of
Water at the Protein Surface. The Journal of Physical Chemistry B. 2004; 108(40):15928–15937.

SÖDERHJELM P, KROGH JW, KARLSTRÖM G, RYDE U, LINDH R. Accuracy of distributed
multipoles and polarizabilities: Comparison between the LoProp and MpProp models. Journal of
Computational Chemistry. 2007; 28(6):1083–1090. [PubMed: 17279548]

SOKALSKI WA, KELLER DA, ORNSTEIN RL, REIN R. Multipole correction of atomic monopole
models of molecular charge distribution. I. Peptides. Journal of Computational Chemistry. 1993;
14(8):970–976. [PubMed: 11539835]

SOPER A. The radial distribution functions of water and ice from 220 to 673 K and at pressures up to
400 MPa. Chemical Physics. 2000; 258(2–3):121–137.

SOPER AK, PHILLIPS MG. A new determination of the structure of water at 25°C. Chemical
Physics. 1986; 107(1):47–60.

SORENSON JM, HURA G, GLAESER RM, GORDON TH. What can x-ray scattering tell us about
the radial distribution functions of water? The Journal of Chemical Physics. 2000; 113(20):9149–
9161.

SOTO AM, MISRA V, DRAPER DE. Tertiary structure of an RNA pseudoknot is stabilized by
“diffuse” Mg2+ ions. Biochemistry. 2007; 46(11):2973–2983. [PubMed: 17315982]

STAFFORD A, ENSIGN D, WEBB L. Vibrational Stark Effect Spectroscopy at the Interface of Ras
and Rap1A Bound to the Ras Binding Domain of RalGDS Reveals an Electrostatic Mechanism
for Protein-Protein Interaction. The Journal of Physical Chemistry B. 2000; 0(0)

STEINBACH PJ, BROOKS BR. New spherical-cutoff methods for long-range forces in
macromolecular simulation. Journal of Computational Chemistry. 1994; 15(7):667–683.

STERN HA, RITTNER F, BERNE BJ, FRIESNER RA. Combined fluctuating charge and polarizable
dipole models: Application to a five-site water potential function. Journal of Chemical Physics.
2001; 115(5):2237–2251.

STILL C, TEMPCZYK A, HAWLEY R, HENDRICKSON T. Semianalytical treatment of solvation
for molecular mechanics and dynamics. Journal of the American Chemical Society. 1990;
112(16):6127–6129.

STONE AJ. Distributed multipole analysis, or how to describe a molecular charge distribution.
Chemical Physics Letters. 1981; 83(2):233–239.

STONE, AJ. The Theory of Intermolecular Forces. Oxford: Oxford University Press; 1996.

STONE AJ. Distributed Multipole Analysis: Stability for Large Basis Sets. Journal of Chemical
Theory and Computation. 2005; 1(6):1128–1132.

Ren et al. Page 66

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



STONE AJ, ALDERTON M. Distributed multipole analysis Methods and applications. Molecular
Physics. 2002; 100(1):221–233.

STOUT JM, DYKSTRA CE. Static Dipole Polarizabilities of Organic Molecules. Ab Initio
Calculations and a Predictive Model. Journal of the American Chemical Society. 1995; 117(18):
5127–5132.

STOUT JM, DYKSTRA CE. A Distributed Model of the Electrical Response of Organic Molecules.
The Journal of Physical Chemistry A. 1998; 102(9):1576–1582.

STUART SJ, BERNE BJ. Effects of Polarizability on the Hydration of the Chloride Ion. The Journal
of Physical Chemistry. 1996; 100(29):11934–11943.

STUMPE M, BLINOV N, WISHART D, KOVALENKO A, PANDE V. Calculation of local water
densities in biological systems: a comparison of molecular dynamics simulations and the 3D-
RISM-KH molecular theory of solvation. The journal of physical chemistry B. 2011; 115(2):
319–328. [PubMed: 21174421]

SU Y, GALLICCHIO E. The non-polar solvent potential of mean force for the dimerization of alanine
dipeptide: the role of solute-solvent van der Waals interactions. Biophysical Chemistry. 2004;
109(2):251–260. [PubMed: 15110943]

SUN H. COMPASS: An ab Initio Force-Field Optimized for Condensed-Phase ApplicationsOverview
with Details on Alkane and Benzene Compounds. The Journal of Physical Chemistry B. 1998;
102(38):7338–7364.

SVISHCHEV, IM.; KUSALIK, PG.; WANG, J.; BOYD, RJ. Polarizable point-charge model for
water: Results under normal and extreme conditions. AIP; 1996.

SWANSON JMJ, MONGAN J, MCCAMMON JA. Limitations of Atom-Centered Dielectric
Functions in Implicit Solvent Models. Journal of Physical Chemistry B. 2005; 109(31):14769–
14772.

SWANSON JMJ, WAGONER JA, BAKER NA, MCCAMMON JA. Optimizing the Poisson
Dielectric Boundary with Explicit Solvent Forces and Energies: Lessons Learned with Atom-
Centered Dielectric Functions. Journal of Chemical Theory and Computation. 2007; 3(1):170–
183.

TAFIPOLSKY M, ENGELS B. Accurate Intermolecular Potentials with Physically Grounded
Electrostatics. Journal of Chemical Theory and Computation. 2011; 7(6):1791–1803.

TAHERI-ARAGHI S, HA B-Y. Charge renormalization and inversion of a highly charged lipid
bilayer: Effects of dielectric discontinuities and charge correlations. Physical Review E. 2005;
72(2)

TAN C, TAN YH, LUO R. Implicit Nonpolar Solvent Models. J Phys Chem B. 2007

TAN ZJ, CHEN SJ. Electrostatic correlations and fluctuations for ion binding to a finite length
polyelectrolyte. The Journal of Chemical Physics. 2005; 122(4):44903–44903. [PubMed:
15740294]

TANG CL, ALEXOV E, PYLE AM, HONIG B. Calculation of pKas in RNA: On the Structural
Origins and Functional Roles of Protonated Nucleotides. Journal of Molecular Biology. 2007;
366(5):1475–1496. [PubMed: 17223134]

TANG KES, BLOOMFIELD VA. Assessing Accumulated Solvent Near a Macromolecular Solute by
Preferential Interaction Coefficients. Biophysical Journal. 2002; 82(6):2876–2891. [PubMed:
12023211]

TANIZAKI S, FEIG M. A generalized Born formalism for heterogeneous dielectric environments:
Application to the implicit modeling of biological membranes. The Journal of Chemical Physics.
2005; 122(12):124706. [PubMed: 15836408]

TEIXEIRA VH, CUNHA CA, MACHUQUEIRO M, OLIVEIRA ASF, VICTOR BL, SOARES CM,
BAPTISTA AM. On the use of different dielectric constants for computing individual and
pairwise terms in poisson-boltzmann studies of protein ionization equilibrium. The journal of
physical chemistry B. 2005; 109(30):14691–14706. [PubMed: 16852854]

THILAGAVATHI R, MANCERA RL. Ligand-Protein Cross-Docking with Water Molecules. Journal
of Chemical Information and Modeling. 2010; 50(3):415–421. [PubMed: 20158272]

THIRUMALAI D, HYEON C. RNA and Protein Folding: Common Themes and Variations.
Biochemistry. 2005; 44(13):4957–4970. [PubMed: 15794634]

Ren et al. Page 67

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



THOLE BT. Molecular polarizabilities calculated with a modified dipole interaction. Chemical
Physics. 1981; 59(3):341–350.

TIKHOMIROVA A, CHALIKIAN TV. Probing Hydration of Monovalent Cations Condensed Around
Polymeric Nucleic Acids. Journal of Molecular Biology. 2004; 341(2):551–563. [PubMed:
15276843]

TIMASHEFF SN. Water as ligand: preferential binding and exclusion of denaturants in protein
unfolding. Biochemistry. 1992; 31(41):9857–9864. [PubMed: 1390769]

TIMASHEFF SN. In disperse solution, “osmotic stress” is a restricted case of preferential interactions.
Proceedings of the National Academy of Sciences of the United States of America. 1998; 95(13):
7363–7367. [PubMed: 9636154]

TIMASHEFF SN. Protein-solvent preferential interactions, protein hydration, and the modulation of
biochemical reactions by solvent components. Proceedings of the National Academy of Sciences
of the United States of America. 2002; 99(15):9721–9726. [PubMed: 12097640]

TIRONI IG, SPERB R, SMITH PE, GUNSTEREN WFV. A generalized reaction field method for
molecular dynamics simulations. Journal of Chemical Physics. 1995; 102(13):5451–5459.

TJONG H, ZHOU HX. GBr6: A Parameterization-Free, Accurate, Analytical Generalized Born
Method. Journal of Physical Chemistry B. 2007a; 111(11):3055–3061.

TJONG H, ZHOU HX. GBr6NL: A generalized Born method for accurately reproducing solvation
energy of the nonlinear Poisson-Boltzmann equation. Journal of Chemical Physics. 2007b; 126

TJONG H, ZHOU HX. On the Dielectric Boundary in Poisson-Boltzmann Calculations. J Chem
Theory Comput. 2008; 4(3):507–514.

TOBIAS DJ, HEMMINGER JC. CHEMISTRY: Getting Specific About Specific Ion Effects. Science.
2008; 319(5867):1197–1198. [PubMed: 18309069]

TODD BA, PARSEGIAN VA, SHIRAHATA A, THOMAS TJ, RAU DC. Attractive Forces between
Cation Condensed DNA Double Helices. Biophys J. 2008; 94(12)

TODD BA, RAU DC. Interplay of ion binding and attraction in DNA condensed by multivalent
cations. Nucleic Acids Research. 2008; 36(2):501–510. [PubMed: 18048417]

TORRIE GM, VALLEAU JP. Monte Carlo free energy estimates using non-Boltzmann sampling:
Application to the sub-critical Lennard-Jones fluid. Chemical Physics Letters. 1974; 28(4):578–
581.

TRAN HT, PAPPU RV, MAO A. Role of Backbone-Solvent Interactions in Determining
Conformational Equilibria of Intrinsically Disordered Proteins. Journal of the American
Chemical Society. 2008; 130(23)

TSUI V, CASE D. Theory and applications of the generalized born solvation model in macromolecular
simulations. Biopolymers. 2000; 56(4):275–291. [PubMed: 11754341]

TYNAN-CONNOLLY BM, NIELSEN JE. pKD: re-designing protein pKa values. Nucleic Acids
Research. 2006; 34(Web Server issue):W48–51. [PubMed: 16845054]

VÁCHA R, SIU SW, PETROV M, BÖCKMANN RA, BARUCHA-KRASZEWSKA J,
JURKIEWICZ P, HOF M, BERKOWITZ ML, JUNGWIRTH P. Effects of alkali cations and
halide anions on the DOPC lipid membrane. The journal of physical chemistry A. 2009; 113(26):
7235–7243. [PubMed: 19290591]

VAN DIJK ADJ, BONVIN AMJJ. Solvated docking: introducing water into the modelling of
biomolecular complexes. Bioinformatics. 2006; 22(19):2340–2347. [PubMed: 16899489]

VAN DUIJNEN PT, DE VRIES AH. Direct reaction field force field: A consistent way to connect and
combine quantum-chemical and classical descriptions of molecules. International Journal of
Quantum Chemistry. 1996; 60(6):1111–1132.

VAN DUIJNEN PT, SWART M. Molecular and Atomic Polarizabilities: Thole’s Model Revisited.
The Journal of Physical Chemistry A. 1998; 102(14):2399–2407.

VESELY FJ. N-Particle Dynamics of Polarizable Stockmayer-Type Molecules. Journal of
Computational Physics. 1977; 24:361–371.

VILLACANAS O, MADURGA S, GIRALT E, BELDA I. Explicit Treatment of Water Molecules in
Protein-Ligand Docking. Current Computer - Aided Drug Design. 2009; 5(3):145–154.

Ren et al. Page 68

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



VINTER JG. Extended electron distributions applied to the molecular mechanics of some
intermolecular interactions. II. Organic complexes. Journal of Computer-Aided Molecular
Design. 1996; 10(5):417–426. [PubMed: 8951651]

VITALIS A, PAPPU R. ABSINTH: a new continuum solvation model for simulations of polypeptides
in aqueous solutions. Journal of Computational Chemistry. 2009; 30(5):673–699. [PubMed:
18506808]

VRBKA L, JUNGWIRTH P, BAUDUIN P, TOURAUD D, KUNZ W. Specific Ion Effects at Protein
Surfaces: A Molecular Dynamics Study of Bovine Pancreatic Trypsin Inhibitor and Horseradish
Peroxidase in Selected Salt Solutions. Journal of Physical Chemistry B. 2006; 110(13):7036–
7043.

WAGONER J, BAKER N. Solvation forces on biomolecular structures: a comparison of explicit
solvent and Poisson-Boltzmann models. Journal of Computational Chemistry. 2004; 25(13):
1623–1629. [PubMed: 15264256]

WAGONER J, BAKER N. Assessing implicit models for nonpolar mean solvation forces: The
importance of dispersion and volume terms. Proceedings of the National Academy of Sciences.
2006; 103(22):8331–8336.

WAGONER JA, PANDE VS. A smoothly decoupled particle interface: New methods for coupling
explicit and implicit solvent. The Journal of Chemical Physics. 2011; 134(21):214103. [PubMed:
21663340]

WALDRON KJ, ROBINSON NJ. How do bacterial cells ensure that metalloproteins get the correct
metal? Nat Rev Micro. 2009; 7(1):25–35.

WALLACE J, SHEN J. Continuous Constant pH Molecular Dynamics in Explicit Solvent with pH-
Based Replica Exchange. Journal of Chemical Theory and Computation. 2011; 7(8):2617–2629.

WANG J, CIEPLAK P, LI J, CAI Q, HSIEH M, LEI H, LUO R, DUAN Y. Development of
polarizable models for molecular mechanical calculations II: induced dipole models significantly
improve accuracy of intermolecular interaction energies. The journal of physical chemistry B.
2011a; 115(12):3100–3111. [PubMed: 21391583]

WANG J, CIEPLAK P, LI J, HOU T, LUO R, DUAN Y. Development of polarizable models for
molecular mechanical calculations I: parameterization of atomic polarizability. The journal of
physical chemistry B. 2011b; 115(12):3091–3099. [PubMed: 21391553]

WANG K, YU YX, GAO GH. Density functional study on the structures and thermodynamic
properties of small ions around polyanionic DNA. Physical Review E. 2004; 70(1):011912.

WANG L, HERMANS J. Reaction Field Molecular Dynamics Simulation with Friedman’s Image
Charge Method. The Journal of Physical Chemistry. 1995; 99(31):12001–12007.

WANG ZX, ZHANG W, WU C, LEI H, CIEPLAK P, DUAN Y. Strike a balance: optimization of
backbone torsion parameters of AMBER polarizable force field for simulations of proteins and
peptides. Journal of Computational Chemistry. 2006; 27(6):781–790. [PubMed: 16526038]

WARREN, GL.; PATEL, S. An assessment of simulation methodology and force field performance
and transferability. AIP; 2007. Hydration free energies of monovalent ions in transferable
intermolecular potential four point fluctuating charge water.

WARSHEL A. Bicycle-pedal model for the first step in the vision process. Nature. 1976; 260(5553):
679–683. [PubMed: 1264239]

WARSHEL A. Calculations of chemical processes in solutions. The Journal of Physical Chemistry.
1979; 83(12):1640–1652.

WARSHEL A, DRYGA A. Simulating electrostatic energies in proteins: Perspectives and some recent
studies of pKas, redox, and other crucial functional properties. Proteins. 2011:n/a–n/a.

WARSHEL A, KATO M, PISLIAKOV AV. Polarizable Force Fields: History, Test Cases, and
Prospects. Journal of Chemical Theory and Computation. 2007; 3(6):2034–2045.

WARSHEL A, PAPAZYAN A. Electrostatic effects in macromolecules: fundamental concepts and
practical modeling. Current Opinion in Structural Biology. 1998; 8(2):211–217. [PubMed:
9631295]

WARWICKER J, WATSON HC. Calculation of the electric potential in the active site cleft due to
alpha-helix dipoles. Journal of Molecular Biology. 1982; 157(4):671–679. [PubMed: 6288964]

Ren et al. Page 69

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



WEBB H, TYNAN-CONNOLLY B, LEE G, FARRELL D, O’MEARA F, SØNDERGAARD C,
TEILUM K, HEWAGE C, MCINTOSH L, NIELSEN J. Remeasuring HEWL pKa values by
NMR spectroscopy: Methods, analysis, accuracy, and implications for theoretical pKa
calculations. Proteins. 2011; 79(3):685–702. [PubMed: 21287606]

WELLS CM, DI CERA E. Thrombin is a Na(+)-activated enzyme. Biochemistry. 1992; 31(47):
11721–11730. [PubMed: 1445907]

WEN Q, TANG JX. Absence of charge inversion on rodlike polyelectrolytes with excess divalent
counterions. The Journal of Chemical Physics. 2004; 121(24):12666–12670. [PubMed:
15606292]

WESSON L, EISENBERG D. Atomic solvation parameters applied to molecular dynamics of proteins
in solution. Protein Science. 1992; 1(2):227–235. [PubMed: 1304905]

WHEATLEY RJ, MITCHELL JBO. Gaussian multipoles in practice: Electrostatic energies for
intermolecular potentials. Journal of Computational Chemistry. 1994; 15(11):1187–1198.

WHITFIELD TW, VARMA S, HARDER E, LAMOUREUX G, REMPE SB, ROUX B. Theoretical
Study of Aqueous Solvation of K+ Comparing ab Initio, Polarizable, and Fixed-Charge Models.
J Chem Theory Comput. 2007

WIBERG KB, RABLEN PR. Comparison of atomic charges derived via different procedures. Journal
of Computational Chemistry. 1993; 14(12):1504–1518.

WILLIAMS DE. Representation of the Molecular Electrostatic Potential by Atomic Multipole and
Bond Dipole Models. Journal of computational chemistry. 1988; 9(7):745–763.

WIMLEY WC, CREAMER TP, WHITE SH. Solvation Energies of Amino Acid Side Chains and
Backbone in a Family of Host-Guest Pentapeptides. Biochemistry. 1996; 35(16):5109–5124.
[PubMed: 8611495]

WITHAM S, TALLEY K, WANG L, ZHANG Z, SARKAR S, GAO D, YANG W, ALEXOV E.
Developing hybrid approaches to predict pKa values of ionizable groups. Proteins. 2011:n/a–n/a.

WOELKI S, KOHLER HH, KRIENKE H, SCHMEER G. Improvements of DRISM calculations:
symmetry reduction and hybrid algorithms. Physical Chemistry Chemical Physics. 2008

WONG GCL, POLLACK L. Electrostatics of strongly charged biological polymers: ion-mediated
interactions and self-organization in nucleic acids and proteins. Annual Review of Physical
Chemistry. 2010; 61:171–189.

WU JC, PIQUEMAL JP, CHAUDRET R, REINHARDT P, REN PY. Polarizable Molecular
Dynamics Simulation of Zn(II) in Water Using the AMOEBA Force Field. Journal of Chemical
Theory and Computation. 2010; 6(7):2059–2070. [PubMed: 21116445]

XANTHEAS S, BURNHAM CJ, HARRISON RJ. Development of transferable interaction models for
water. II. Accurate energetics of the first few water clusters from first principles. The Journal of
Chemical Physics. 2002; 116(4):1493.

XANTHEAS SS, DUNNING TH. Structures and Energetics of F-(H2O)n, n = 1–3 Clusters from ab
Initio Calculations. The Journal of Physical Chemistry. 1994; 98(51):13489–13497.

XIA K, ZHAN M, WEI G-W. MIB method for elliptic equations with multi-material interfaces.
Journal of Computational Physics. 2011

XU Z, CHENG X, YANG H. Treecode-based generalized Born method. The Journal of Chemical
Physics. 2011; 134(6):064107. [PubMed: 21322661]

YANG C, SHARP K. The mechanism of the type III antifreeze protein action: a computational study.
Biophysical Chemistry. 2004; 109(1):137–148. [PubMed: 15059666]

YANG T, WU JC, YAN C, WANG Y, LUO R, GONZALES MB, DALBY KN, REN P. Virtual
screening using molecular simulations. Proteins-Structure Function and Genetics. 2011; 79(6):
1940–1951.

YEAGLE, PL. The Structure of Biological Membranes. CRC Press; 2004.

YONETANI Y, MARUYAMA Y, HIRATA F, KONO H. Comparison of DNA hydration patterns
obtained using two distinct computational methods, molecular dynamics simulation and three-
dimensional reference interaction site model theory. The Journal of Chemical Physics. 2008;
128(18):185102–185102. [PubMed: 18532849]

YOON B, LENHOFF AM. A boundary element method for molecular electrostatics with electrolyte
effects. J Comput Chem. 1990; 11(9):1080–1086.

Ren et al. Page 70

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



YOSHIDA N, PHONGPHANPHANEE S, MARUYAMA Y, IMAI T, HIRATA F. Selective ion-
binding by protein probed with the 3D-RISM theory. Journal of the American Chemical Society.
2006; 128(37):12042–12043. [PubMed: 16967934]

YU H, WHITFIELD TW, HARDER E, LAMOUREUX G, VOROBYOV I, ANISIMOV VM,
MACKERELL AD JR, ROUX B. Simulating Monovalent and Divalent Ions in Aqueous
Solution Using a Drude Polarizable Force Field. Journal of Chemical Theory and Computation.
2010; 6(3):774–786. [PubMed: 20300554]

YU S, GENG W, WEI GW. Treatment of geometric singularities in implicit solvent models. The
Journal of Chemical Physics. 2007a; 126(24)

YU S, WEI G. Three-dimensional matched interface and boundary (MIB) method for treating
geometric singularities. Journal of Computational Physics. 2007; 227(1):602–632.

YU S, ZHOU Y, WEI G. Matched interface and boundary (MIB) method for elliptic problems with
sharp-edged interfaces. Journal of Computational Physics. 2007b; 224(2):729–756.

ZANGI R, HAGEN M, BERNE BJ. Effect of Ions on the Hydrophobic Interaction between Two
Plates. Journal of the American Chemical Society. 2007; 129(15):4678–4686. [PubMed:
17378564]

ZAUHAR RJ. SMART: a solvent-accessible triangulated surface generator for molecular graphics and
boundary element applications. J Comput Aided Mol Des. 1995; 9(2):149–159. [PubMed:
7608746]

ZAUHAR RJ, MORGAN RS. A new method for computing the macromolecular electric potential.
Journal of Molecular Biology. 1985; 186(4):815–820. [PubMed: 4093987]

ZAUHAR RJ, MORGAN RS. The rigorous computation of the molecular electric potential. J Comput
Chem. 1988; 9(2):171–187.

ZELKO J, IGLIČ A, IGLIČ V, KUMAR S. Effects of counterion size on the attraction between
similarly charged surfaces. The Journal of Chemical Physics. 2010; 133(20):204901. [PubMed:
21133451]

ZHANG W, NI H, CAPP MW, ANDERSON CF, LOHMAN TM, RECORD MT. The importance of
coulombic end effects: experimental characterization of the effects of oligonucleotide flanking
charges on the strength and salt dependence of oligocation (L8+) binding to single-stranded DNA
oligomers. Biophysical Journal. 1999; 76(2):1008–1017. [PubMed: 9916032]

ZHANG Y, XU G, BAJAJ C. Quality meshing of implicit solvation models of biomolecular structures.
Computer Aided Geometric Design. 2006; 23(6):510–530. [PubMed: 19809581]

ZHENG L, CHEN M, YANG W. Random walk in orthogonal space to achieve efficient free-energy
simulation of complex systems. Proceedings of the National Academy of Sciences. 2008;
105(51):20227–20232.

ZHENG L, CHEN M, YANG W. Simultaneous escaping of explicit and hidden free energy barriers:
Application of the orthogonal space random walk strategy in generalized ensemble based
conformational sampling. The Journal of Chemical Physics. 2009; 130(23):234105. [PubMed:
19548709]

ZHOU HX. Boundary element solution of macromolecular electrostatics: interaction energy between
two proteins. Biophysical Journal. 1993; 65(2):955–963. [PubMed: 8218918]

ZHOU HX. Interactions of macromolecules with salt ions: An electrostatic theory for the Hofmeister
effect. Proteins. 2005; 61(1):69–78. [PubMed: 16044460]

ZHOU R, HUANG X, MARGULIS CJ, BERNE BJ. Hydrophobic Collapse in Multidomain Protein
Folding. Science. 2004; 305(5690):1605–1609. [PubMed: 15361621]

ZHOU Y, WEI G. On the fictitious-domain and interpolation formulations of the matched interface
and boundary (MIB) method. Journal of Computational Physics. 2006; 219(1):228–246.

ZHU J, ALEXOV E, HONIG B. Comparative Study of Generalized Born Models: Born Radii and
Peptide Folding. Journal of Physical Chemistry B. 2005; 109(7):3008–3022.

Ren et al. Page 71

Q Rev Biophys. Author manuscript; available in PMC 2013 November 01.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



Figure 1.
Water structure and average dipole moment around a K+ ion. The radial distribution
function (RDF) of O…K+ and water dipole moment were computed from molecular
dynamic simulations of K+ in water using a polarizable potential (Grossfield et al., 2003;
Ren & Ponder, 2003). Note that the average dipole moment of the water in the first solvation
shell is roughly similar to that of bulk water.
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Figure 2.
The reorientation and polarization response of water upon the insertion of a cation (K+) into
the bulk water. The yellow vector on each water molecule represents the net induced dipole
moment because of the electric field of the ion and other water molecules. The white vector
is the permanent (gas-phase) dipole moments (1.8 D) of the water molecule. The average
dipole moment of a water molecule in liquid is 2.6–3.0 D according to various theoretical
calculations. The snapshot is taken from molecular dynamics simulations of K+ in water
using the AMOEBA potential (Ren & Ponder, 2003).
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Figure 3.
This figure represents the solute-solvent site-site pair correlation functions guv(r) as a
function of the separation distance r predicted by 1DRISM for N-Methyl Acetamide
immersed in water at infinite dilution. For instance, gNO(r) is the pair correlation function
for a nitrogen atom in N-Methyl Acetamide molecule and an oxygen atom in water molecule
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Figure 4.
Images of the varying definitions for the biomolecular surface of fasciculin-2 (PDB ID:
1FAS) with electrostatic potential shown ranging from −5 kT/e (dark red) to +5 kT/e (dark
blue). A. van der Waals surface. B. Solvent-excluded, molecular, or Connolly surface. C.
Solvent-accessible surface.
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