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Purpose: A novel technique for beam profiling of megavoltage photon beams was investigated for
the first time by capturing images of the induced Čerenkov emission in water, as a potential surrogate
for the imparted dose in irradiated media.
Methods: A high-sensitivity, intensified CCD camera (ICCD) was configured to acquire 2D projec-
tion images of Čerenkov emission from a 4 × 4 cm2 6 MV linear accelerator (LINAC) x-ray photon
beam operating at a dose rate of 400 MU/min incident on a water tank with transparent walls. The
ICCD acquisition was gated to the LINAC sync pulse to reduce background light artifacts, and the
measurement quality was investigated by evaluating the signal to noise ratio and measurement re-
peatability as a function of delivered dose. Monte Carlo simulations were used to derive a calibration
factor for differences between the optical images and deposited dose arising from the anisotropic an-
gular dependence of Čerenkov emission. Finally, Čerenkov-based beam profiles were compared to a
percent depth dose (PDD) and lateral dose profile at a depth of dmax from a reference dose distribution
generated from the clinical Varian ECLIPSE treatment planning system (TPS).
Results: The signal to noise ratio was found to be 20 at a delivered dose of 66.6 cGy, and proportional
to the square root of the delivered dose as expected from Poisson photon counting statistics. A 2.1%
mean standard deviation and 5.6% maximum variation in successive measurements were observed,
and the Monte Carlo derived calibration factor resulted in Čerenkov emission images which were
directly correlated to deposited dose, with some spatial issues. The dose difference between the TPS
and PDD predicted by Čerenkov measurements was within 20% in the buildup region with a distance
to agreement (DTA) of 1.5–2 mm and ±3% at depths beyond dmax. In the lateral profile, the dose
difference at the beam penumbra was within ±13% with a DTA of 0–2 mm, ±5% in the central beam
region, and 2%–3% in the beam umbra.
Conclusions: The results from this initial study demonstrate the first documented use of Čerenkov
emission imaging to profile x-ray photon LINAC beams in water. The proposed modality has sev-
eral potential advantages over alternative methods, and upon future refinement may prove to be
a robust and novel dosimetry method. © 2013 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4770286]
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I. INTRODUCTION

Quality assurance (QA) of all clinical electron and photon lin-
ear accelerator (LINAC) beams is an important practice. The
accurate calibration of each, by virtue of a direct measurement
of dose, or dose rate, in water is typically performed using a
point radiation detector mechanically raster-scanned through
the phantom volume.1 Due to scanning time limitations, rou-
tinely only a subset of volumetric dose is directly measured
as sparsely spaced 2D profiles and depth dose scans. Of the
several available techniques, the most commonly used and
widely accepted method relies on using ionization chamber-
based systems in which the dose in the surrounding medium

is assumed to scale with chamber ionization signal.2 With ex-
tensive research and development into necessary correction
factors, these measurements are advantageous in that they are
well understood, can be instantly readout, and are both ac-
curate and precise. However, the relatively slow mechanical
scanning makes a full 3D dose distribution measurement ex-
pensive in routine everyday clinical practice, and is not com-
monly performed after initial LINAC installation.

Gel dosimetry methods offer an alternative method well
suited for large scale 3D profiling, but suffer from major
limitations in that a dose-readout method is required, such
as magnetic resonance imaging (MRI) or optical computed
tomography, and the recorded dose distribution blurs with
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time due to postirradiation diffusion of ions.3–5 As beam
delivery methods become more complex, it would be ideal to
have QA processes that enable verification of more advanced
radiosurgery or dynamic radiotherapy procedures. Therefore,
there is great interest in a simple, yet accurate method of
rapidly obtaining 2D and 3D beam profiles.

More recently, plastic scintillator dosimetry has been pro-
posed as an optical method for beam profiling in which light
generated in a scintillating fiber during LINAC irradiation is
recorded and used to estimate dose at a given spatial location.6

This new technique has been extended to 2D planar measure-
ments using a fiber-array, and is desirable for a number of
reasons, including near-water equivalence, energy indepen-
dence, reproducibility, and resistance to radiation damage.7–9

The scintillation method has also been used in imaging sys-
tems that capture projections of the scintillation light distri-
bution in a liquid scintillating volume or horizontally placed
plastic scintillating sheet.10, 11 One major challenge in the de-
velopment of this technology has been the decoupling of the
desired scintillation optical signal, and background signal or
stem effect.12, 13 Parallel fiber, air-core fiber, spectral, and tem-
poral methods have been used with varying degrees of success
to remove this source of signal contamination which arises
due to Čerenkov emission, a phenomenon which occurs when
an energetic charged particle enters a dielectric medium with
a velocity greater than the local speed of light.13–17

Although undesirable in scintillation dosimetry, Čerenkov
emission has long been productively utilized in astronomy
and high energy physics applications focused on the detec-
tion and identification of various particles’ trajectory, veloc-
ity, distribution, and type.18–22 Recently, Cherry et al. and
others have explored the use of the Čerenkov effect in the
context of medical research through Čerenkov luminescence
imaging (CLI), a novel method for tracking β-emitting ra-
dionuclides in vivo.23–27 Due to the increased optical pho-
ton yield with increasing β particle energy, Axelsson et al.
investigated Čerenkov emission spectroscopy (CES) from a
LINAC during external beam radiotherapy (EBRT) for treat-
ment monitoring.28, 29 Furthermore, a recent study by Jang
et al. reported a fiber-optic system utilizing Čerenkov emis-
sion in the measurement of Bragg and spread-out Bragg peaks
for proton beam dosimetry.30

In the present study, the feasibility of imaging the intrin-
sic Čerenkov emission induced by megavoltage x-ray photon
beams to estimate dose deposition by secondary electrons in
a water phantom is theoretically motivated and examined us-
ing simulations and experiments. A sensitive camera gated
to the radiation beam pulse is used to suppress acquisition
noise and ambient room lights which can contaminate the
Čerenkov emission signal, and Monte Carlo simulations are
used to properly correct for the camera’s ability to capture the
induced anisotropic light volume.31 Through imaging of this
emission on the seconds timescale, calibrated 2D images di-
rectly correlated to a projection of the deposited dose summed
in the viewing-direction relative to the camera are obtained.
These 2D projections of Čerenkov emission could then be
processed with tomographic and stereoscopic approaches to
derive full 3D dose distributions on the order of minutes. As a

proof of concept, the speed of acquisition, measurement vari-
ability, and accuracy of a single 2D projection of Čerenkov
emission relative to a reference dose distribution for a 4
× 4 cm2 6 MV beam is examined.

II. THEORY

In contrast to fluorescence and scintillation which exhibit
isotropic photon generation, optical photons generated via
Čerenkov emission are released uniformly along a cone paral-
lel to the axis of particle propagation with a half-angle known
as the Čerenkov angle, given by

cos ζ = 1

βn
, (1)

where n is the refractive index of the medium and β is the
relativistic phase velocity, defined as

β =
√

1 −
(

mc2

E + mc2

)
(2)

for a particle of energy E and rest mass mc2.32 Equation (1)
is plotted in Fig. 1(a) for an electron traveling through water,
tissue, and polystyrene plastic.33 The energy dependence of
Eq. (1) is governed by Eq. (2), and rises sharply at a threshold
energy given by

Emin = mc2

⎛
⎝ 1√

1 − 1
n2

− 1

⎞
⎠ , (3)

which approaches a constant angle ζ̄ in the limit that the phase
velocity tends toward unity with increasing particle energy.

The number of Čerenkov photons emitted within the cone
described by Eq. (1) in a given photon energy range [ε1, ε2]
is given by the Frank-Tamm formula, which when combined
with Eq. (2) and assuming a constant refractive index can be
used to express the number of emitted photons per unit path
length, dN

dx
, due to the Čerenkov effect as

dN

dx
= 2παz2

hc

[
1 − 1

β2n2

]
(ε2 − ε1) , (4)

where the fine structure constant α is approximately 1
137 , and

z is the particle charge.32 The emission spectrum is constant
with respect to photon energy ε, and therefore the total energy
loss per unit path length, −dE

dx
, can be expressed as

−dE

dx
= παz2

hc

[
1 − 1

β2n2

] (
ε2

2 − ε2
1

)
, (5)

where the mean emission photon energy is equated as ε1+ε2
2 .

Equation (5) is plotted in Fig. 1(b) for an electron travel-
ing through water, tissue, and polystyrene plastic in compar-
ison to the National Institute of Standards and Technology
(NIST) ESTAR values for the electron collisional stopping
power, −dT

dx
, in each material.34 In order to accurately model

the amount of electron energy loss captured by a typical cam-
era system, the optical photon energy range in Eq. (4) was
constrained to 1.65–3.1 eV, corresponding to the visible wave-
length region of 400–750 nm, although the energy loss at all
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FIG. 1. In (a) the Čerenkov angle, ζ , (b) collisional and Čerenkov emission
energy losses per unit path length, and (c) CSDA range for an electron trav-
eling through water, tissue, and polystyrene plastic are plotted as a function
of particle energy.

electron energies simply scales as the difference of the square
in the photon energy band bounds (i.e., ε2

2 − ε2
1 ).

Similar to Eq. (1), the energy dependence of Eq. (4) is
governed by Eq. (2) and rises sharply at the threshold energy
given by Eq. (3), approaching a constant energy loss per unit
path length in the limit that the phase velocity tends toward
unity with increasing particle energy. Per Eq. (4), this constant
energy loss per unit path length at electron energies above the
threshold energy corresponds to a fixed number of emitted
photons per unit path length, dN̄

dx
. Representative values for n,

TABLE I. Relevant optical parameters of Čerenkov emission in water, tissue,
and polystyrene plastic.

Water Tissue Plastic

Refractive index n 1.33 1.41a 1.59
Emission angle ζ̄ (deg.) 41.2 44.8 51.0
Threshold energy Emin (keV) 264.1 213.8 146.3

Photon yieldb dN̄
dx

(photons cm−1) 232 266 323

aTissue refractive index approximated from Ref. 33.
bFor an emission waveband of 400–750 nm and β = 1.

ζ̄ , Emin, and dN̄
dx

for water, tissue, and polystyrene plastic are
listed in Table I.

In the context of radiation therapy, the above is applicable
to megavoltage x-ray photon beams, which irradiate a given
volume liberating secondary electrons in the process. Assum-
ing a volume of homogenous atomic composition and density
irradiated by a monoenergetic beam perpendicularly incident
on a medium in the z direction, the fluence of primary x-ray
photons, ψ , penetrating to a certain distance, z, will follow an
exponential distribution:

ψ = ψoe
−μz, (6)

where ψo is the fluence at the surface and μ is the linear atten-
uation coefficient of the medium. The corresponding kinetic
energy released per unit mass (KERMA) at any point within
the medium that leads to the production of secondary elec-
trons which deposit their energy locally through ionization
events, Kc, can be expressed as

Kc = ψ

(
μen

ρ

)
, (7)

where μen is the mass energy absorption coefficient of the
medium of density ρ, and ψ is as defined in Eq. (6). Although
the collisional KERMA will decay exponentially per the x-
ray photon fluence, for megavoltage beams the transfer of en-
ergy from the primary photons to electrons, and electrons to
the medium will not occur at the same spatial location due to
the nonzero propagation distance of the secondary electrons.1

Therefore, a buildup region will exist until a depth of z = dmax

(defined as the maximum penetration distance of secondary
electrons produced at the surface of the medium), after which
the medium will be in transient charged particle equilibrium
(TCPE) and the energy absorbed per unit mass of the medium
(i.e., imparted dose) will be proportional to Kc, and can be
expressed as

D =
∫

	

ρ

(−dT

dx

)
dE, (8)

where 	 is the polyenergetic electron fluence spectrum and
−dT
dx

is the electron collisional stopping power.2 Similarly, the
radiant energy, Q, and total number of optical photons, N, re-
leased per unit mass of the medium due to the Čerenkov effect
can be expressed as

Q =
∫

	

ρ

(−dE

dx

)
dE, (9)
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N =
∫

	

ρ

(
dN

dx

)
dE, (10)

where −dE
dx

and dN
dx

are given by Eqs. (4) and (5). As can be
seen in Fig. 1(b), for all three materials, −dT

dx
and −dE

dx
are ap-

proximately proportional above the threshold energy given
by Eq. (3), below which the two quantities become dispro-
portionate. Therefore, in regions of TCPE where the relative
spectrum of 	 is constant and when considering electron en-
ergies greater than Emin, the dose given by Eq. (8) and radiant
energy release in the form of Čerenkov given by Eq. (9) at
any location will be directly correlated, and the number of
emitted Čerenkov photons given by Eq. (10) may serve as a
surrogate to determine the corresponding dose deposition in
the medium. However, in regions not satisfying the conditions
for TCPE (i.e., the buildup and beam penumbra region or an
air cavity), the spectral characteristics of 	 will vary and the
above relationship will not be valid.

When considering the characteristics of the surrogate
Čerenkov photons, N, there are several important considera-
tions. Per Eq. (1) and given the distribution of scattered elec-
tron trajectories, the angular distribution of Čerenkov emis-
sion at any spatial location will be complex and anisotropic.
Therefore, a phase function P = dN

d

will exist at each point

in the irradiated medium, which describes the number of
Čerenkov photons emitted per unit solid angle d
.

Due to the complicated directional dependence of multiply
scattered secondary electrons and therefore Čerenkov photons
at any spatial location in the irradiated medium, P is difficult
to determine analytically. Instead, Monte Carlo methods can
be easily used to stochastically determine the phase function
in the form of a five-dimensional (5D) histogram P(x, y, z,
θ , φ) which describes the global emission characteristics in
terms of spatial location (x, y, z) and polar and azimuthal an-
gle (θ , φ), see Sec. III.C. Note, in this convention, for a pho-
ton emitted with a directional vector, v = v1 x̂ + v2 ŷ + v3 ẑ,
the polar angle is defined as cos θ = v3 and the azimuthal an-

gle as tan φ = v1
v2

where
√

v2
1 + v2

2 + v2
3 = 1. However, prior

to simulations several properties of P(x, y, z, θ , φ) can be
determined by considering the radiation beam geometry and
subsequent radiation interactions:

(1) Due to the forward dominance of Compton scatter-
ing, the independence of Compton scattering with
azimuthal angle relative to the incident direction of
scattering x-ray photons, and the independence of the
azimuthal angle of Čerenkov emission relative to the
scattered electron direction, P(x, y, z, θ , φ) is expected
to be independent of φ.

(2) As a direct result of azimuthal symmetry, within the
central beam region where TCPE exists, P(x, y, z, θ ,
φ) is expected to be independent of x and y.

(3) The relative energy spectrum and angular distribution
of the electron fluence at any spatial location satisfying
TCPE is constant and instead scales in absolute mag-
nitude by the incident x-ray photon fluence. Therefore,
the relative change in P(x, y, z, θ , φ) is expected to be
independent of z beyond dmax.

(4) Given the previous statement, for a constant θ and φ,
P(x, y, z, θ , φ) would be indicative of the deposited
dose distribution all spatial locations (i.e., if the same
solid angle of emission is captured at each point in the
irradiated medium). However, for a conventional cam-
era lens, differing values of θ and φ are captured from
each point in an image and therefore a calibration fac-
tor is necessary (see Sec. III.D).

(5) The nature of P(x, y, z, θ , φ) and therefore any derived
calibration factor is dependent on the incident radia-
tion direction (i.e., the correction factor can only be
applied for a monodirectional radiation beam, not for
multiple radiation beams with differing incident direc-
tions as in a typical IMRT plan).

(6) A camera may only capture a 2D spatial projection of
P(x, y, z, θ , φ), and therefore any captured image will
represent a summation of the imparted dose in either
the x or y or z direction. Computed tomography would
then be necessary to resolve the third dimension.

(7) Despite disproportionality for an electron at an energy
below Emin, the continuous slowing down approxima-
tion (CSDA) range of electrons in this energy regime
is expected to be less than 1 mm. Furthermore, the rel-
ative electron fluence energy spectrum below Emin is
expected to be constant in regions of TCPE. There-
fore, these low-energy electrons do not severely blur
or shape the spatial dose distribution and are expected
to be a scalar offset in the radiant energy loss due to
Čerenkov emission relative to the imparted dose. NIST
ESTAR values for the CSDA range of electrons in wa-
ter, tissue, and tissue polystyrene plastic are shown in
Fig. 1(c).34

(8) Although the above analysis is for a monoenergetic x-
ray photon beam, the principles could be extended to
a polyenergetic megavoltage x-ray photon beam.

III. MATERIALS AND METHODS

III.A. Experimental setup

All experiments were performed using a 4 × 4 cm2 6 MV
x-ray photon beam delivered from a clinical LINAC (Varian
2100 C, Varian Medical Systems, Palo Alto, CA) running at a
dose rate of 400 MU/min. As shown in Fig. 2 the experimen-
tal setup was comprised of a tank and a peripherally placed
camera normal to the central beam direction at a distance of L
= 45 cm from the beam center. The camera was also placed in
line with the water surface to avoid surface reflection artifacts.
The 45.7 × 45.7 × 45.7 cm3 tank used was constructed of
5 mm thick glass walls and was chosen to be large enough to
avoid boundary effects and to mimic the size of tanks used in
commercial ionization chamber systems. For all experiments,
the tank was filled with tap water to a source-surface dis-
tance (SSD) of 100 cm. The global coordinate axes and def-
initions for polar angle, θ and azimuthal angle, φ referenced
throughout the text in both experiments and simulations are
also shown in Fig. 2.
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FIG. 2. A side view of the system is shown in (a) with the radiation beam
vertically entering the tank and inducing Čerenkov light emission, which is
captured by a camera placed at an imaging distance L = 45 cm from beam
center. The definition of the polar angle of emission θ is shown with respect
to the camera field of view. In (b) an aerial view of the system is shown, with
the corresponding definition of the azimuthal angle of emission φ.

Images were acquired using a 1024 × 1024 pixel
intensified-CCD (ICCD) system capable of gating on the
nanosecond timescale (PI-MAX3: 1024i-Unigen2, Princeton
Instruments, Acton, MA) cooled to −25 ◦C, and coupled to a
25 mm focusable double gauss lens with a 14.7◦ angular field
of view (FOV) and F4 aperture (Edmund Optics, Barrington,
NJ). The LIGHTFIELD (Princeton Instruments, Acton, MA)
software package was used to control the ICCD system, and
images were collected by running the ICCD in a gated mode
in which the camera shutter was triggered externally by the
180 Hz LINAC sync pulse as described in a previous study
(see Ref. 31). The number of CCD accumulations per readout
frame was set to 60, resulting in a frame rate of 3 frames per
second (FPS) for use in temporal median filtering of impulse
noise due to stray radiation striking the camera components.
In all measurements, the total exposure time was set to 10 s,
corresponding to 30 total frames. Using the dose rate in con-
junction with the output factor for a 4 × 4 cm2 6 MV beam,
the total delivered dose per frame and per acquisition was 2.2
and 66.6 cGy, respectively. For all experiments, the image in-
tensifier gain setting was set to 100/100× and ambient room
lights were turned off to maximize the signal to background
ratio.

III.B. Image processing

For the chosen experimental camera distance of L = 45
cm, the spatial resolution and FOV were calculated to be 0.25

mm and 25 × 25 cm2 by imaging a reference object of known
dimensions. The resulting images were subject to a dark
frame subtraction, cropped to a 10 × 10 cm FOV, processed
for impulse noise removal using temporal median filtering on
a pixel-by-pixel basis, and resized to a 1.0 mm dose grid using
MATLAB 7.12.0 (The MathWorks Inc., Natick, MA). Tempo-
ral median filtering was chosen over spatial median filtering
of a single image due to its increased performance over other
spatial noise filtering techniques (see Ref. 35).

III.C. Monte Carlo simulations of Čerenkov emission
angular distributions

Due to the specific angle of Čerenkov emission given by
Eq. (1), and the tortuous path of propagating electrons, the
distribution of Čerenkov photons emitted into any angle at
any given spatial location inside the irradiated medium is ex-
tremely complex and anisotropic.

Therefore, in order to study this phenomenon, Monte
Carlo simulations were performed using GAMOS, a software
framework based upon on the validated GEANT4 toolkit.36, 37

The GAMOS interface was chosen for its ease of use and flex-
ibility in creating GEANT4 simulations, and the GEANT4
architecture was chosen for its robust physics package and
ability to model both radiation and light transport (see Ref. 38
for details on the GEANT4 implementation of the Čerenkov
process). In all simulations, the origin was placed at the
center of the beam at the water surface with the x axis lateral
to the camera, the y axis parallel to the viewing direction
of the camera, and the z axis positive with increasing depth
downward from the origin into the water tank (see Fig. 2).

The standard GEANT4 electromagnetic physics package
was used, and the electron step size in each simulation was
limited to 100 μm. The refractive index and absorption length
of water were interpolated to a 10 nm spectral resolution
within the visible spectral range of 400–750 nm.39, 40 The re-
fractive index of air and the water tank glass were assumed
to be a constant 1.0 and 1.49, respectively, and the optical ab-
sorption of both was assumed negligible.

For each simulation, 9 × 107 histories were used and the
simulation geometry was designed to mimic the dimensions
and configuration of the experimental setup. To generate each
particle history, a phase space file for a 4 × 4 cm2 6 MV
beam applicable to a Varian 2100 C LINAC from the Interna-
tional Atomic Energy Agency (IAEA) phase space database
was used. In addition, although not imaged experimentally,
identical simulations were also performed using phase space
files from the IAEA database for a 10 × 10 and 20 × 20 cm2

6 MV beam to explore the field size dependent characteristics
of the induced Čerenkov emission.

As a result of some of the independent characteristics of
P(x, y, z, θ , φ) outlined in Sec. II, as well as computational
constraints, the entire 5D phase function was not directly cal-
culated. Instead, 2D histograms, P(θ , z) and P(x, φ) for the
characteristics of Čerenkov emission as a function of depth,
z, and polar angle, θ , independent of x and y location (i.e.,
summed in the x-y plane), as well as lateral displacement, x,
and azimuthal angle, φ, independent of y and z location (i.e.,
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summed in the y-z plane) were recorded. Both histograms
were normalized to a summed value of 1, and generated us-
ing 1 mm spatial and 1◦ angular binning, where the range of z
was set to 0–40 cm, x to −40 to 40 cm, θ to 0–180◦, and φ to
−180 to 180◦.

III.D. Calibration factor determination

Due to the cone of acceptance for the conventional lens
used in this study, Čerenkov photons emitted at each spatial
location in the irradiated medium are captured at differing az-
imuthal and polar angles. Therefore, using the Monte Carlo
derived angular emission distributions, the Čerenkov emis-
sion capture by the lens, P(θ lens, z) and P(x, φlens) were calcu-
lated using bicubic interpolation, where the lens capture an-
gles at each depth z and lateral location x were determined
geometrically as

tan φlens = x

L
+ π

2
, (11)

tan θlens = z

L
+ π

2
, (12)

where L is the distance from the lens to beam center, and x
and z are the lateral and vertical coordinates of the position
in the irradiated medium being imaged (see Fig. 2). Note, in
this formulation the lens diameter is ignored and the lens is
approximated as a point detector.

When imaging isotropic light emission, the distortion due
to the lens-viewing angles in Eqs. (11) and (12) may be ne-
glected, as the emission is independent of θ and φ. However,
when imaging anisotropic light as in the case of Čerenkov
emission, the above must be accounted for. Therefore, in or-
der to calibrate the images of Čerenkov emission for the angu-
lar emission and camera lens capture dependence, calibration
factors were derived from the Monte Carlo results as

C (x) =
∫

P (x, φ)dφ

P (x, φlens)
, (13)

C (z) =
∫

P (θ, z)dθ

P (θlens, z)
, (14)

which takes the ratio of integrated Čerenkov emission into all
angles, expected to be a surrogate to deposited dose, to the
emission capture by the camera lens at each spatial location
in the image.

III.E. Image calibration

For the experimentally imaged 4 × 4 cm2 6 MV beam, a
calibrated intensity image to correct for the lens collection of
the anisotropic Čerenkov emission was calculated by apply-
ing the calibration factors calculated in Secs. III.C and III.D
for the 4 × 4 cm2 field size to all pixels in the experimentally
captured image as

I ′ (x, z) = I (x, z) C (x) C (z) , (15)

where I(x, z) and I′(x, z) are the uncorrected and corrected
Čerenkov emission intensity images, respectively. After cali-
bration, I′(x, z) was normalized to a relative intensity of 100%
on central axis at z = dmax.

III.F. Signal to noise ratio (S/N)

To evaluate the speed and signal quality of the proposed
system, the S/N ratio was calculated as a function of deliv-
ered dose by comparing the ratio of the mean and standard
deviation in pixel intensity inside a 25 × 4 pixel region of in-
terest (ROI) laterally centered at a depth of z = dmax for the
experimentally imaged 4 × 4 cm2 6 MV beam.

The ROI was chosen to be wider in the lateral direction as
less deviation in actual dose and therefore captured intensity
is expected in the lateral versus depth direction, and any in-
terpixel fluctuations in intensity would be attributable to the
system’s signal collection ability. To assess image quality at
delivered doses less than 66.6 cGy corresponding to the full
10 s acquisition, a reduced subset of the 30 total acquired
frames was temporally median filtered before analyzing the
mean and standard deviation pixel intensity of the ROI.

III.G. Measurement variability

To examine the variability of the system measurements,
the calculated mean of the ROI described in Sec. III.F was
compared in ten successive acquisitions to determine the in-
termeasurement standard deviation and maximum intensity
difference.

III.H. Percent depth dose (PDD) and lateral dose
profile comparison

To explore the accuracy of the technique, the calibrated
spatial intensity distribution of the acquired image for a 4
× 4 cm2 6 MV beam derived from 30 temporally median fil-
tered frames and a corresponding delivered dose of 66.6 cGy
was compared to a reference dose distribution (see Sec. III.I).
The difference between the reference dose distribution and
calibrated Čerenkov emission image was evaluated as

δ(x, z) = I ′(x, z) − D(x, z), (16)

where the PDD and lateral difference profiles were computed
by evaluating δ(x, z) at x = 0 cm and z = dmax, respectively.
Distance to agreement (DTA) measurements were computed
for both profiles near the high dose gradients in the buildup
and beam edge regions by determining the minimum spatial
distance required for dose equivalence between D(x, z) and
I′(x, z).

III.I. Reference dose distribution

Due to the need for an effective 2D dose projection and
therefore a full 3D reference dose distribution, outputs from
the Varian ECLIPSE treatment planning system (TPS) com-
missioned with experimentally derived dose measurements
for the Varian 2100 C LINAC were used. A treatment plan
comprised of a water volume and beam geometry commen-
surate with the experimental setup was used to generate
results on a 1.0 mm dose grid for a 4 × 4 cm2 6 MV beam.
The 2D dose projection, D(x, z), used in comparison to the
Čerenkov emission image was approximated by linearly

Medical Physics, Vol. 40, No. 1, January 2013



012101-7 Glaser et al.: Projection imaging of photon beams by the Čerenkov effect 012101-7

summing the distribution with respect to the y-direction,
although the captured projection images are expected to
be nonlinearly weighted per the lens depth of field (DOF).
Similar to the normalization of the experimentally measured
intensity image, the resulting dose projection was normalized
to a relative dose of 100% on central axis at z = dmax.

IV. RESULTS

IV.A. Monte Carlo simulations of Čerenkov emission
angular distributions

The 2D histograms of P(x, φ) for the 4 × 4, 10 × 10, and
20 × 20 cm2 6 MV beam are shown in Figs. 3(a)–3(c). The
emission appears to be uniformly distributed over φ for all lat-
eral values of x within the given beam field size and confirms
the first and second statements in Sec. II.

The 2D histograms of P(θ , z) for the same three beams
are shown in Figs. 3(d)–3(f). As can be seen, the major-
ity of the anisotropic Čerenkov emission is at an angle of θ
∼= 41◦, consistent with Eq. (1) for emission in water from a
Compton scattered electron at an angle of 0◦ relative to the
incident x-ray photon. The emission at angles either larger or
smaller than 41◦ (i.e., the Čerenkov angle of electrons travel-
ing straightly downward at 0◦) decreases rapidly at all depths.

The polar angle phase function, P(θ ), is plotted in Fig. 4(a)
at z = dmax, and at depths of 10, 20, 30, and 40 cm for all
three field sizes. As can be seen, the absolute magnitude of
the phase function at all angles for each field size decreases

exponentially with depth as specified in the third statement of
Sec. II, while the relative shape of the phase function remains
constant. This is illustrated in Fig. 4(b), where the phase func-
tions from Fig. 4(a) are normalized to a cumulative value of
1 and plotted against a normalized phase function for emis-
sion in the buildup region at z = 0.2 cm. At depths beyond
dmax where TCPE is satisfied, the normalized phase functions
are consistent for all θ , irrespective of field size, in contrast
to the buildup region, where the directional distribution of the
electron fluence, 	 is more forward peaked at 0◦ [i.e., P(θ )
appears more centrally peaked at the 41◦ Čerenkov angle].

IV.B. Calibration factor determination

Although a directly proportional relationship should exist
between the energy absorbed and released by the Čerenkov
effect at points within a medium that satisfies the conditions
for TCPE, as specified in the sixth consideration in Sec. II
the complex anisotropic distribution of emitted photons at any
spatial location will be sampled at differing polar, θ , and az-
imuthal, φ, angles, resulting in a distorted projection of the
imparted dose distribution.

As a result, a conventional lens that effectively collects
and samples emission from varying values of θ as a function
of z will not perceive a relative depth emission profile propor-
tional to the expected PDD. Due to the lens placement in line
with the water surface to avoid surface reflection artifacts,
at z = 0 cm the lens samples Čerenkov emission at θ = 90◦,
and at deeper depths the sampled value of θ increases per

φ (deg.)

x 
(c

m
)

P(x,θ) (mm −1 deg. −1)

 

 

−180 −90 0 90

−20

−10

0

10

20
1

3

5

7

x 10
−5

φ (deg.)

x 
(c

m
)

P(x,θ) (mm −1 deg. −1)

 

 

−180 −90 0 90 180

−20

−10

0

10

20
0.5

1.5

2.5

3.5

x 10
−5

φ (deg.)

x 
(c

m
)

P(x,θ) (mm −1 deg. −1)

 

 

−180 −90 0 90 180

−20

−10

0

10

20

0.5

1

1.5

2

x 10
−5

θ (deg.)

z 
(c

m
)

P(θ,z) (mm−1 deg.−1)

 

 

0 45 90 135 180

0

10

20

30

40

1

3

5

7

x 10
−5

θ (deg.)

z 
(c

m
)

P(θ,z) (mm−1 deg.−1)

 

 

0 45 90 135 180

0

10

20

30

40

1

3

5

7

x 10
−5

θ (deg.)

z 
(c

m
)

P(θ,z) (mm−1 deg.−1)

 

 

0 45 90 135 180

0

10

20

30

40

1

3

5

7

x 10
−5

(a) (b) (c)

(d) (e) (f)

4 4 cm2 

4 4 cm2 

10 10 cm 2 

10 10 cm 2 

20 20 cm 2 

20 20 cm 2 
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Čerenkov emission, P(θ , z), for all three field sizes are shown in (d)–(f).
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(a) in comparison to the normalized phase function in the buildup region at z
= 0.2 cm for all three field sizes is plotted.

Eq. (12). Due to the negative gradient of emission as a
function of increasing θ (see Fig. 4), the lens will capture
an artificially lower amount of Čerenkov photons relative
to dose at increasing depths. Similarly, the lens will sample
φ = 90◦ from the center of the beam, and lower and high
values of φ to the left and right of the central beam axis per
Eq. (11), although due to the azimuthal symmetry of emission
the laterally captured light is not distorted with respect to the
dose distribution.

The results for the predicted collection of emission as a
function of depth for the 4 × 4, 10 × 10, and 20 × 20 cm2

field sizes are shown for an imaging distance of L = 45 cm
used in this study, as well as 100 and 150 cm in Figs. 5(a)–
5(c). For all three of the simulated field sizes, the emission
collected by a lens captures an emission profile that under-
represents the total angularly integrated light emission profile.
However, the difference between the two profiles is lessened
at larger imaging distances due to a decrease in the spread of
θ values sampled by the lens. All vertical profiles are normal-
ized to a relative emission value of 100% at z = dmax.

Similar results for the collection of emission as a function
of lateral location are shown in Figs. 5(d)–5(f) for all field
sizes at the same three imaging distances. However, in con-
trast to the vertical dependence of the polar angle of emis-
sion, the Čerenkov light captured by a lens for each field size
at all three distances in the lateral direction is equivalent to the
total integrated light emission. All lateral profiles are normal-
ized to a relative emission value of 100% on central axis at
x = 0 cm.

The lateral calibration factor, C(x), calculated from
Eq. (13) is shown in Figs. 6(a)–6(c) for the 4 × 4, 10 × 10,
and 20 × 20 cm2 field sizes at imaging distances of L
= 45, 100, and 150 cm. Due to the normalization of the
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FIG. 5. In (a)–(c) the Monte Carlo derived Čerenkov emission light profiles, P(θ lens, z), as a function of depth for a 4 × 4, 10 × 10, and 20 × 20 cm2 6 MV
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three field sizes at each imaging distance is plotted.

relative emission profiles C(x) = 1 at x = 0 cm. However,
within the entire central region of the beam (i.e., −10 to 10
cm for the 20 × 20 cm2 field size), C(x) is approximately
equal to 1, indicating that no lateral calibration factor is nec-
essary. Outside of the central beam region in the penumbra
and umbra, the calibration factor shows only statistical noise
features due to the low amount of Čerenkov emission present
in the Monte Carlo calculated histogram P(x, φ).

The vertical calibration factor, C(z), calculated from
Eq. (14) is shown in Fig. 6(d). Due to normalization of the
relative emission profiles, C(z) = 1 at dmax. In the buildup re-

gion, C(z) is nonlinear due to the failure of TCPE but follows
a similar shape for all field sizes and imaging distances, ap-
proaching 1.5 at the surface. However, beyond dmax, the cali-
bration factor appears approximately linear at all three imag-
ing distances. Due to a different sampling of the polar angle
phase function as a function of depth, C(z) increases at rates
of roughly 0.083, 0.027, and 0.016 cm−1 at L = 45, 100, and
150 cm, respectively, indicating that less calibration is neces-
sary at longer imaging distances. In addition, C(z) appears to
be independent of field size at all three imaging distances.

IV.C. Signal to noise ratio

The resulting Čerenkov emission images of a 4 × 4 cm2

6 MV beam after temporal median filtering of a various num-
ber of images are shown in Fig. 7. The images are shown at
the native resolution of 0.25 mm per pixel prior to resizing to
a 1.0 mm grid in order to better visualize the impulse noise.

Initially, a high level of speckle noise is observed due to an
inadequate number of frames for temporal median filtering.
This can be attributed to energetic stray x-rays striking and
saturating the CCD pixels. However, by accumulating succes-
sive images for temporal median filtering, the impulse noise
is effectively suppressed. The efficacy of this noise removal
technique increases with the number of available frames and
therefore total delivered dose.

The result for the signal to noise ratio analysis of a 25
× 4 pixel ROI laterally centered at a depth of z = dmax is
shown in Fig. 8. The resulting data points, calculated after
temporal filtering of a variable number of frames correspond-
ing to the plotted delivered dose indicate that the signal to
noise ratio increases with delivered dose to a maximum of 20
at 66.6 cGy. The increases in signal to noise ratio are due both
to removal of impulse noise due to stray radiation, and due to
filtering of variation across individual pixels due to Poisson
photon counting statistics. The latter is confirmed by fitting
the data points to a power law, in which the exponent was as-
sumed to be square root in nature. The first four data points
appear below the signal to noise ratio regression, most likely
due to inadequate removal of the stray impulse noise, after
which the data points follow the expected square root trend.

IV.D. Measurement variability

The mean of the same ROI after temporal median filtering
of 30 frames of 2.2 cGy each acquired over a total delivered
dose of 66.6 cGy for ten successive measurements was found
to be 302 counts. Given the calculated 2.2 cGy delivered dose
per image frame, this corresponds to an approximate collec-
tion rate of 137 counts per cGy of delivered dose. This calcu-
lated rate is experiment-specific, and depends on several fac-
tors, including the camera to beam center distance, the chosen
lens, beam size, dose rate, and energy, as well as the gain set-
ting of the camera.

In addition, the standard deviation and maximum devia-
tion of the ROI between all ten measurements was found to
be 6.5 and 16.8 counts, respectively, indicating a 2.1 mean
standard deviation 5.6% maximum variation in the recorded
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FIG. 7. In (a)–(j) the full resolution captured images of a 10 × 10 cm2 FOV for a 4 × 4 cm2 6 MV beam after temporal median filtering of a various number
of frames denoted by the numbers in the bottom right of each image. The scale bar in the bottom left of each image corresponds to 1 cm.

intensity between separate measurements. Although the fluc-
tuation in the actual delivered dose of the LINAC is expected
to be less than 1%, the observed variation is in agreement with
the degree of interpixel fluctuation calculated in Sec IV.C,
and therefore the magnitude of intermeasurement variability
is limited by the signal to noise ratio of the captured images.

IV.E. Percent depth and lateral dose profile
comparison

Both calibration factors calculated in Sec. III.D were used
in Eq. (15) to calibrate the experimentally captured image of
Čerenkov emission for comparison to the reference dose dis-
tribution for the 4 × 4 cm2 6 MV beam. However, rather than
propagating the statistical noise in the penumbra and umbra
beam regions of the lateral calibration factor into the image
calibration procedure, C(x) was assumed to be 1 for all values
of x.
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FIG. 8. The signal to noise ratio as a function of delivered dose is plotted
for a 4 × 4 cm2 6 MV beam. The corresponding coefficient values after re-
gression to a square root power law are shown.

A vertical comparison of the captured light emission pro-
file on central axis before and after calibration with respect to
the PDD obtained from the TPS is shown in Fig. 9(a). Before
correction, the vertical light profile systematically underesti-
mates the dose. However, after calibration the light emission
profile follows the expected PDD to within ±3% at depths
beyond dmax. In the buildup region, the observed dose differ-
ence is within 20% and the corresponding DTA was found to
be 1.5–2 mm. The dose difference at all depths is shown in
Fig. 9(b).

The lateral comparison between the captured light and TPS
at z = dmax is shown in Fig. 9(c). Due to the fact that the lateral
calibration factor was assumed to be 1 for all values of x, the
uncorrected and corrected lateral emission profiles are equiv-
alent. (i.e., effectively, no lateral calibration was applied). The
corresponding dose difference at all lateral locations is shown
in Fig. 9(d). The light profile shows a decreased gradient at
the beam edges resulting in a symmetric dose difference of
±13%, and overprediction of the dose in the umbra by 2%–
3%. At the beam edges, the DTA is 0–2 mm, and in the beam
interior the dose difference is 0%–5%.

V. DISCUSSION

The fundamental basis for the use of Čerenkov emission
imaging as a means for relative dosimetry in LINAC beam
profiling relies on considerations of electron energy losses
per unit path length. At energies above the Čerenkov emis-
sion threshold (264 keV for water assuming a refractive in-
dex of 1.33), the absorbed energy due to secondary electrons
is directly proportional to the energy radiated in the form of
Čerenkov photons, which in turn may serve as a surrogate
to indirectly determine the imparted dose distribution. How-
ever, with a visible waveband light yield of only 232 photons
per cm for each secondary electron, the emission is extremely
weak, but when captured by a highly sensitive camera the re-
sulting images of Čerenkov emission may serve as a surrogate
for a 2D projection of the deposited dose in the medium. In
this study, we have demonstrated this concept for the first time

Medical Physics, Vol. 40, No. 1, January 2013



012101-11 Glaser et al.: Projection imaging of photon beams by the Čerenkov effect 012101-11
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FIG. 9. In (a) the PDD from the TPS and Čerenkov emission light profile
before and after correction are plotted. The corresponding dose difference
as a function of depth between the TPS and corrected signal is shown in
(b). In (c) the lateral profile comparison between the TPS and corrected and
uncorrected light profiles at a depth of dmax is shown. The corresponding dose
difference is shown in (d).

and successfully modeled the experiments using Monte Carlo
simulations for calibration purposes.

Simulations were performed to evaluate the angular char-
acteristics of the emitted Čerenkov light for a 4 × 4, 10 × 10,
and 20 × 20 cm2 6 MV beam, and from the results a vertical
and lateral calibration factor were derived to correct for the
anisotropic release of light within the irradiated medium. The
lateral calibration factor was found to be insignificant within
the central beam region and represented only statistical noise
in the penumbra and umbra due to the low number of recorded
Čerenkov photons outside of the primary beam. Similarly, the

vertical calibration factor was found to be depth dependent
and independent of field size. Although limited to the 6 MV
beam energy in this study, the calibration procedure could be
extended to additional energies. The exact form of the calibra-
tion factor would appropriately change based on the polar an-
gle phase function of Čerenkov emission in regions of TCPE,
which is expected to be energy dependent due to a change in
the angular scattering angles for the various radiation interac-
tions inside the medium.

The vertical calibration factor was evaluated at camera to
beam center distances of 45, 100, and 150 cm and found to
be dependent on the chosen imaging distance. As a result of
the experiment geometry, the magnitude of the vertical cali-
bration factor is reduced at larger distances due to a change in
sampling of the Čerenkov emission polar angle phase func-
tion. For example, the rate of increase in the vertical cal-
ibration factor at depths beyond dmax at imaging distances
of 45, 100, and 150 cm was found to be 0.083, 0.027, and
0.016 cm−1, respectively, and the calibration factor for each
at a depth of 40 cm was 4.25, 2.04, and 1.61.

To validate the accuracy of the calibration factor for one
field size at one of the imaging distances, a 2D dose distri-
bution from the TPS was compared to a Čerenkov emission
image of a 4 × 4 cm2 6 MV beam obtained at a distance of
45 cm. The accuracy of the method was determined by eval-
uating the dose difference in a lateral profile at z = dmax, as
well as the PDD after vertical calibration to a depth of 10 cm.
In the buildup region, the difference was within 20% with a
corresponding DTA of 1.5–2 mm, and beyond dmax the dif-
ference in the PDD was within ±3%. In the lateral direction,
the difference at the beam edges was ±13% and the DTA was
0–2 mm, while in the beam interior the difference was 0%–
5%. Finally, outside of beam collimation the captured emis-
sion overestimated the expected dose by 2%–3%. Although
the dose differences observed in this study are high with re-
spect to a desired accuracy of 1%, precise measurement of
dose in the buildup region and at the field edge near steep gra-
dients is nontrivial even with traditional ionization chamber
measurements due to their finite size.

The errors in the buildup region can be attributed to several
factors. Although electrons propagating in the buildup region
will generate Čerenkov photons, the analysis in Sec. II is re-
stricted to regions satisfying the requirements for TCPE [i.e.,
in the buildup region the depth dependent correction factor,
C(z), corrects the captured image to be indicative of the net
energy loss due to the Čerenkov effect, which itself may not
be proportional to the imparted dose]. For example, electron
contamination at the surface results in a higher fluence of low
energy electrons in the buildup region with energies below
the threshold energy for Čerenkov emission, and therefore the
expected scalar offset in energy emission relative to imparted
dose is not valid in the absence of TCPE.41, 42 Furthermore,
selection of the z = 0 cm pixel in the captured images is dif-
ficult to determine and only accurate to within approximately
1 mm due to the presence of a meniscus between the inner
tank wall and irradiated water volume.

The observed dose difference in the beam umbra can also
be attributed to several factors. Similar to the buildup region,
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in the beam umbra the lateral calibration factor is expected
to correct the captured light to be indicative of the net en-
ergy loss due to the Čerenkov effect, which itself may not be
proportional to the imparted dose due to the failure of TCPE.
Given the increased fluence of low energy electrons in the
beam umbra not leading to Čerenkov emission, the light pro-
file is expected to underestimate the actual dose, although the
results in this study show the opposite trend. The overestima-
tion of dose in the beam umbra may instead be attributable to
LINAC radiation leakage striking the phosphor of the ICCD.
Unlike the high intensity speckle noise observed from ener-
getic secondary particles directly striking the CCD (which
was removed using temporal median filtering), counts orig-
inating due to stray radiation striking the phosphor would
be lower in intensity and isotropically emitted toward the
CCD, resulting in an artificially increased background inten-
sity across the entire captured image. In future experiments,
a second background image with the lens cap affixed will be
used to estimate this background contamination, and a future
experimental design will explore camera shielding to reduce
both forms of noise and prevent radiation damage to the cam-
era components. In addition, a second calibration factor will
be explored to correct the captured images in regions of TCPE
failure by considering the relative fluence of electrons below
the threshold energy for Čerenkov emission at each spatial
location in the irradiated medium.

Furthermore, the large errors in the lateral profile at the
beam edges are a result of the conventional lens used in
this study. The errors arise from the fact that the lens pro-
vides varying magnifications at different object distances, and
therefore the captured images are nonorthographic and not ad-
equate for direct comparison to the linearly summed reference
dose distribution. In the measurements made in this study, the
lateral beam width of the 4 × 4 cm2 field size will appear to
increase at the edge of the beam closest to the lens, and de-
crease at the edge of the beam farthest from the lens, and only
appear to be exactly 4 cm at the focal distance of the lens,
despite the beam having a constant width of 4 cm. Therefore,
when viewing 2D projections of the Čerenkov emission, the
lateral profile will appear blurred and yield values higher than
expected just outside of the beam edge, and lower than ex-
pected just inside of the beam edge. These predictions are
consistent with the symmetric lateral errors observed in this
study, and would be more significant when imaging larger
field sizes. In future studies, this perspective error will be cor-
rected by using a telecentric lens that provides a constant mag-
nification at all object distances, or reduced by optimizing the
imaging geometry with a conventional lens.

Despite these discrepancies, the results in this study serve
as a proof of concept and will benefit from future research into
additional correction factors. The Čerenkov emission imaging
technique also has several advantages over current alternative
dosimetry methods. For example, the proposed modality has
increased speed and flexibility over conventional ionization
chamber dosimetry systems, is completely noninvasive and
water equivalent unlike plastic and liquid scintillation dosime-
try, and does not require an external readout mechanism or
suffer from time-sensitivity as in gel dosimetry. Although this

study focused on capturing and comparing a single 2D pro-
jection, the concept could easily be extended to tomographic
acquisitions, potentially yielding full 3D dose profiles. Based
on the preliminary data in this study, full tomographic scans
could be completed on the order of minutes depending on
the desired number of projections and signal to noise ratio.
A quick scan using 20 projections at a total frame acquisi-
tion time of 10 s with an expected signal to noise ratio of 20
could be completed in less than 4 min. A higher resolution
scan using 90 projections and a frame exposure time of 20 s
and a predicted signal to noise ratio of 32 (see Sec IV.C) could
be completed in 30 min. The scan speed could be further im-
proved by increasing the dose rate of the LINAC beyond the
400 MU/min used in this study, as the technique should be
dose rate independent, and a higher dose rate would imply
more primary particles per second and therefore more cap-
tured Čerenkov photons per second.

Paralleling gel dosimetry, the noninvasive nature of
the proposed modality could also be extended to imaging
from solid phantoms. Although this would compromise the
water equivalent advantage of the method, solid phantoms
composed of a tissue-equivalent plastic could be used to
investigate dose deposition in more complex geometries
without the previously mentioned disadvantages associated
with gel dosimetry. Tissue-equivalent plastics would have
an added benefit, as they would exhibit lower Čerenkov
emission energy thresholds and therefore less emission to
dose discrepancy at low electron energies (see Table I).
Imaging from complex solid phantoms, as well refinement of
the Čerenkov emission imaging system will be investigated
in future studies.

VI. CONCLUSIONS

It has been shown for the first time that the intrinsic
Čerenkov emission generated by energetic secondary elec-
trons in media irradiated with a megavoltage x-ray photon
LINAC beam can be imaged and used to spatially estimate
the imparted dose distribution. Monte Carlo simulations were
successfully used to characterize the angular characteristics of
the induced Čerenkov emission and calibrate for the system’s
ability to image the anisotropic light distribution. With future
system refinement, improved accuracy, and extension to to-
mographic acquisitions the proposed modality may become
an important method for 3D beam profiling.
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