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Abstract 

A picture can be a powerful communication tool. However, creating pictures to illustrate patient instructions can be 

a costly and time-consuming task. Building on our prior research in this area, we developed a computer application 

that automatically converts text to pictures using natural language processing and computer graphics techniques. 

After iterative testing, the automated illustration system was evaluated using 49 previously unseen cardiology 

discharge instructions. The completeness of the system-generated illustrations was assessed by three raters using a 

three-level scale. The average inter-rater agreement for text correctly represented in the pictograph was about 66 

percent. Since illustration in this context is intended to enhance rather than replace text, these results support the 

feasibility of conducting automated illustration.   

Introduction 

Prior research has shown that complementing patient instructions with illustrations has the potential to enhance the 

recall and comprehension of those instructions
1-3

. Sometimes, a picture is worth a thousand words.  

The effective use of pictures is complicated by the fact that their interpretation most of the times cannot rely on pre-

established conventions as is the case of verbal communication. A picture can mean many different things 

depending on the context and on the cultural background of the intended audience. Presently, a comprehensive and 

high quality library of illustrations does not exist in the health domain. Manually creating and testing the 

illustrations is costly, time-consuming, and requires graphic skills that clinical and research teams usually lack.  

In this paper we describe a project to facilitate the use of pictures in patient instructions through the development of 

a computer application that automatically converts text to pictures using natural language processing (NLP) and 

computer graphics techniques. Research on this kind of automatic conversion is quite sparse and has never been 

attempted in the health care domain. 

Background 

Patient Instructions 

Patient instructions, oral or written, are an essential tool for patients to manage their own care. In inpatient settings, 

discharge instructions are routinely provided and orally explained by nurses or physicians. In outpatient settings, 

written after-visit summaries containing instructions are becoming more common. 

A major problem arises when patients don’t understand and cannot remember the instructions
4, 5

. Past studies 

showed that more than half of the patients don’t fully understand the content of instructions
6
, and forget half of what 

they were told by the doctor within 5 minutes after the consultation 
7
.  Sanderson et al. conducted telephone interviews 

with patients with acute myocardial infarction (AMI) and demonstrated that less than half of patients can remember their 

diagnosis and the associated risk factors 8. Crane studied the patient comprehension at the emergency discharge setting and 

reported only 60% instructions were recognized correctly 9. 

The problem is in part attributed to the low health-literacy of the patient population. The Institute of Medicine 

(IOM) reports that almost half of Americans have an inadequate or poor level of health literacy 
10

. This presents a 

significant barrier for patients’ capability to understand medical information and manage their own health. 

The prevalence of poor health literacy is difficult to change in the short term. What we can change is the way of 

giving instructions to patients, more specifically the content of the materials to improve readability. Adding 

illustrations, for example, is a way to enhance comprehension
6, 11, 12

.  

Use of Illustrations in Patient Information and Education Materials 

In health communication research, pictographs have been shown to improve patient comprehension and recall. 

Research has indicated that illustrations especially improve recall of conceptual knowledge and problem solving 

information of individuals who have little expertise in the subject matter
13

.  Thus, pictographs are particularly 

helpful for conveying medical information to a lay audience. A study by Kools showed that when pictures were 
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added to enhance two existing textual instructions for asthma devices (inhaler chamber and peak flow meter), 

significant improvement in patient recall and performance of both instructions resulted
14

. In another study, Morrow 

el al. reported that subjects answered questions regarding dose and time information quicker and more accurately 

when icons were present in the medication instructions
15

. Similarly, Kripalani et al. designed an illustrated 

medication schedule using pill images and icons. Nearly all patients in the trial considered the illustrated schedule 

helpful for their medication management
16

. 

Indeed not all illustrations lead to better comprehension and recall
17

.  Hwang et al. showed that adding icons to 

medication instructions do not actually improve patient comprehension
18

. A study by Mayer and Gallini 

demonstrated that only particular category of illustrations (parts and steps) can improve recall performance on 

conceptual information, but not nonconceptual information
19

. This highlights the need to develop effective and high 

quality pictographs. 

Automated Illustration  

Most of the above-mentioned studies used manually generated pictographs. Manually creating pictographs, 

however, is not a sustainable or generalizable solution. There is no prior automated illustration work in the 

biomedical domain. 

In computer science research, related efforts included image retrieval, text-to-picture and text-to-scene studies.  

Delgado et al. proposed an image retrieval method to illustrate news story
20

. Story Picture Engine is another image 

retrieval system that searches and ranks images from a database
21

. These two systems focus on the selection of the 

most relevant images but do not compose new images. The Word2Image system by Li et al. is a slight variation of 

the image retrieval system
22

. It can generate a summarized image composed of relevant images according to 

semantic topics. 

In the past several years, several more sophisticated text-to-picture synthesis systems have been developed.  Zhu et 

al. proposed text-to-picture system which is able to crate collages of pictures from narrative text
23

. A text-to-picture 

algorithm proposed by Goldberg et al. further illustrated the relations with a collage of pictures
24

. UzZaman et al. 

proposed multimodal summarization which included pictures in the summaries
25

. With recent advances in 3D 

graphics, several studies introduced text-to-scene technique to generate 3D scenes from text. The Carsim system 

proposed by Johansson et al. applied text to 3D scene conversion to the illustration of traffic accidents 
26, 27

. 

WordsEye is an advanced language-based 3D scene generation system with an emphasis on spatial relations
28

.  

None of these systems were formally evaluated. In comparison to these systems, our automated illustration system 

conducts more in-depth text analysis on the syntactic and semantic levels, though only employs 2D graphics.  

Prior Work 

As a pilot study, we developed a set of pictographs through a participatory design process and used them to enhance 

two mock-up discharge instructions
29

. Tested on 13 subjects, the pictograph enhancement resulted in statistically 

significant better recall rates (p<0.001). This suggests that the recall of discharge instructions can be improved by 

supplementing them with pictographs. We also assessed the recognition levels of 20 pictographs developed in our 

research laboratory against 20 open source pictographs developed by the Hablamos Juntos initiative using a 

asymmetrical pictograph–text label-linking test
30

. Thirty-seven subjects completed 719 test items. Our analysis 

showed that the participants recognized the pictographs developed in-house significantly better than those included 

in the study as a baseline (P< 0.001). 

Assessing how easy to interpret a given pictograph requires a recognition study where subjects are asked to guess 

the meaning of each pictograph shown to them. The major limitation of recognition studies, however, is that their 

findings cannot be generalized to other pictographs. Every new or revised pictograph requires a new recognition 

study. This is an important constraint in projects that rely on extensive pictograph libraries (like the one we are 

currently conducting). To work around this limitation, we developed a comprehensive taxonomy of representation 

strategies based on a systematic analysis of 846 health-related pictographs collected from several journal articles and 

websites
31

 . Each representation strategy taxon is currently being test to assess the recognition levels associated with 

it. For example, if we know that a representation strategy based on a container-contained semantic association yields 

a recognition level of approximately 80%, we can predict that a picture of a wine bottle to indicate the concept 

“alcohol” or the picture of a milk carton to indicate the concept “milk” would likely be correctly interpreted by 

about eight in every ten people. 
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Finally, we have also developed and tested a manual text-to-pictograph conversion application to support the 

creation of illustrated patient education materials
32

. The system is composed of three modules: a graphic lexicon, a 

graphic syntax, and a computer application that enables its user to assemble specific concepts (atomic pictograms) 

into sentences (composite pictograms). We tested the completeness of 25 pictographs created using the application 

against an analogous set of pictographs developed by professional graphic designers (our gold standard). The two 

pictograms sets (N=50) underwent a recognition test. We found no significant difference in recognition rates 

between the two sets. Further, 49 of the 50 pictograms scored above the 67% minimal recognition rate set by the 

International Organization for Standardization. 

 

Figure 1. Glyph’s system architecture. 

Methods 
 

The Glyph System 

We developed an automated illustration system to enhance patient instructions. The system architecture is shown in 

Figure 1. The system follows a pipeline design where data flows through a sequence of processing modules and 

stages. The five main processing stages are: pre-processing, annotation, post-processing, image composition, and 

image rendering. The first three stages involve text processing. The pre-processing stage can be customized using a 

configuration file to accommodate different types of text input. The annotation stage makes use of a Terminology 

Database and a Medication Database. In the image composition stage, the system determines how individual images 

should be combined using a rule base. Finally, in the image rendering stage, the system generates an illustration for 
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the text using pictures from the Pictograph Library. Medication images are generated based on the information from 

the Medication Database. 

 

Pictograph Library 

We have developed a pictograph library, which currently contains more than 600 pictograph images that have been 

produced by a professional graphic designer in our research team. The images are stored as files, while the metadata 

(i.e. information about the images) are stored in a terminology database. 

Terminology Database 

Each pictograph in the pictograph library has text labels and is classified semantically and graphically. The labels 

and classifications are stored in the Terminology Database. Each pictograph has a preferred name and, in most 

cases, several synonyms. For example, Figure 2a has a preferred term “low blood pressure”, and several synonyms 

such as “blood pressure low” or “decreasing blood pressure”. To meet the need for image composition and to craft 

more sophisticated composition rules, images are classified according to the 15 UMLS semantic groups 
33

. For 

example Figure 2b (headache) is classified as a disorder and figure 2c (syringe) is classified as a device. 

 

Figure 2. (a) Low blood pressure; (b) headache; (c) syringe. 

In addition, pictograph images are classified as either atomic or composite images. Atomic images represent a single 

concept (e.g. “coffee”) (Figure 3a). Composite images represent multiple concepts or a phrase (e.g. “call your 

doctor”) (Figure 3b). 

 

Figure 3. (a) Coffee; (b) call your doctor. 

Medication Database 

To recognize and illustrate medications, we created a Medication Database based on information downloaded from 

the DailyMed. The DailyMed
34

 website provides labeling information on more than 34 thousands medications that 

were submitted to the Food and Drug Administration (FDA). It contains information such as brand names, generic 

names, ingredients, strength, routes, forms, shapes, colors, sizes, and imprints. The labeling information (e.g. name 

and ingredient) supports the Medication Annotator in the Annotation stage. The description information (e.g. shape 

and color) is used in the Image Rendering stage to create medication images. 

Pre-Processing  

The input to the Glyph system is free text, which the system processes and annotates in three stages. The first stage, 

pre-processing, uses four text-processing modules. The Sentence Splitter module breaks the text into sentences. The 

Word Normalization module coverts words into normalized form, using the Lexical Variants Generation (LVG) 

normalization functionality
35

. The Synonym Normalization module maps certain terms to a set of pre-established 
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terms (e.g., mapping “prior to” to “before” and “while” to “when”). This module is not a general-purpose concept 

mapper, but a specialized normalization tool to reduce the number of terms (especially conjunction terms) to be 

considered by the image composition rules. The Stop Word removal module removes words that should not be 

included in the picture (e.g., articles, conjunctions, certain adverbs and adjectives). An example of the pre-

processing result is shown in Figure 4. 

 

Figure 4. Demonstration of system walkthrough. 

Annotation 

The annotation stage involves a set of concept-extraction modules that locate and annotate text strings into 

predefined categories such as negation, weight, and medication.  These modules were developed to meet the specific 

needs of an automated text-to-picture conversion system. The Atomic Annotator looks up for strings that match the 

labels of atomic images in the Pictograph Library. The Composite Annotator looks up for strings that match the 

labels of composite images. Table 1 shows the full list of annotators and targeted entities. An example of the 

annotation result is shown in Figure 4. 

Post-Processing 

Following the Annotation stage, the text may contain terms that are not recognized by the annotators, such as words 

that cannot be illustrated, misspelled words, or special characters. In the Post-processing stage, the system eliminates 

those terms to increase the chances of matching tagged sentences against a standardized rule set. An example of the 

post-processing result is shown in Figure 4. 

Image Composition 

The Image Composition stage looks for grammar patterns from the tagged sentences to determine how the 

individual pictures can be combined into composite pictures. The grammar rules have been developed through a 

linguistic analysis of the University of Utah Cardiology Service’s discharge instructions and stored in a Rule Base. 

The rules in the Rule Base are ordered. When more than one rules can be triggered, the rule with a higher ranking is 

processed first. Each rule contains two parts: the grammar pattern and the graphic composition instruction.  For 

example:  

<negation> <composite> if <composite> or <composite> --> sequence_[$3]_[$4]_[image arrow]_[not $2] 
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An example of how this rule is applied is shown in Figure 4. Sometimes, a rule only applies to images associated 

with a few semantics types. For example, the following rule instructs the system on how to combine three images of 

the semantic types “Concept & Idea”, “Objects” or “Organization”: 

<atomic ci obj org> , <atomic ci obj org> and <atomic ci obj org> --> create_composite_[$1]_[$2]_[$3] 

Table 1. Annotators and target concepts. 

Module Target Concepts Examples 

Atomic Annotator Phrases matching the labels of atomic images  Add salt, take, eat, drink, drive. 

Composite Annotator Phrases matching the labels of composite images  Take with water, talk to your doctor. 

Negation Annotator Phrases that negate subsequent noun or verb phrases No, do not, don’t, avoid, stop. 

Duration Annotator Length of time  Three hours, 3 weeks, a month. 

Frequency Annotator Frequency  Twice daily, 3 time a week. 

Occasion Annotator Occasion (particular time/instance of an event) In the morning, at bedtime, at night. 

Weight Annotator Weight Three pounds, 3 lbs, 5 kg. 

Medication 

Annotator 

Phrases matching drug label information such as 

brand name, strength, unit, dose form. 

Prozac 20 mg, cycloserine 250 mg. 

 

Image Rendering 

The Image Rendering stage parses the graphic instructions generated by the rule engine and renders the images for 

the corresponding text. Source images are either retrieved from the Pictograph Library through the Image Loader or 

dynamically generated by the Image Generator for medication images.  

Aside from retrieving existing atomic and composite images, the Image Loader module may also superimpose 

additional details regarding frequency, duration and weight in text. Two examples are shown in Figure 5.  

 

Figure 5. (a) Warm-up for three to five minutes; (b) Take three hours before meals. 

The image generator creates medication images based on the information from the Medication Database. It draws 

pill/capsule shapes (round, oblong, oval, square, rectangle, diamond, triangle, capsule, etc.) and fills the shapes with 

appropriate colors (white, off-white, clear, black, gray, brown, tan, etc.). For non-pill-form medication, the container 

(ampule, bag, bottle, inhalant, jar, spray, tube, vial, etc.) is illustrated. Examples of dynamically-generated 

medication illustrations are shown in Figure 6. 

 

Figure 6. Examples of medication illustrations – (a) Prozac, (b) Sinemet, (c) Furosemide and (d) Lantus. 
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The Layout module produces the final images using 3 types of layouts: basic, overlay, and sequence. The basic 

layout is a simple 200x200 pixel square rendering a single atomic (Figure 7a) or composite image. The overlay 

layout may superimpose an image over another or overlay one subordinate image on the upper left corner of a main 

image (Figure 7b). In the sequence layout multiple images are displayed in parallel (Figure 7c). 

 

Figure 7. (a) Example of basic layout (chest pain); (b) example of overlay layout (Take in the morning);  

(c) example of sequence layout (You may not have much of an appetite for up to 4 weeks after your surgery). 

Iterative Testing 

We collected a large number of discharge instructions from the University of Utah Cardiovascular Center to 

iteratively test the system. A total of 2000 unique instructions were obtained along with approximately 100 sets of 

instruction (each containing 10 to 50 distinct instructions) from the Web. In the iterative testing process, the Glyph 

system was applied to a batch of 50 to 100 randomly selected instructions in each iteration. The development team 

then reviewed the batch of illustrations. According to the review, the system was refined and re-tested on the same 

batch before proceeding to the next batch and iteration. To date, over 300 instructions had undergone team review. 

Preliminary Evaluation 

We conducted a preliminary evaluation of Glyph’s output by using it to illustrate 49 patient instructions that were 

not part of the original instruction sets used to iteratively test the application. Both the evaluation and iterative 

testing data sets contain discharge instructions intended for cardiology patients. The evaluation set was produced by 

combining the instructions contained in ten different discharge instruction templates (e.g., CHF, ablation, 

thoracotomy) obtained from the University of Utah Cardiology Service. After performing a content analysis to 

combine overlapping instructions and eliminate redundancy, 49 instructions remained.  

The 49 instructions were broken down into 160 smaller semantic units to facilitate coding. For example, the 

instruction “Weigh yourself every morning, on the same scale. Wear the same clothes each time” was divided into 

four parts: (1) weight yourself; (2) every morning; (3) on the same scale; and (4) wear the same clothes each time. 

This was done to facilitate and increase the precision of the annotation process. 

One R.N., one graphic designer and one software engineer were asked to rate the pictographs according to the 

following the scheme: 

[1] For parts of the instruction that were correctly represented in the corresponding pictograph. 

[0] For parts of the instruction that were not represented in the corresponding pictograph. 

[X] For parts of the instruction that were wrongly or only partially represented in the corresponding pictograph. 

Results 

Glyph was able to generate illustrations for all 49 instructions used for the preliminary evaluation. However, there 

was a great variation in the output in regards to the completeness of the generated pictographs. The ratings for the 

pictographs are shown in Table 2. Inter-rater agreement was 81.9% between raters 1 and 2, 83.1% between raters 1 

and 3, and 80% between raters 2 and 3. Overall inter-rater agreement was 73.1%. Examples of ratings in which the 

three raters agreed are provided in Figure 8. 

1164



Table 2. Pictograph completeness rating. 

Rating Rater 1 Rater 2 Rater 3 Average 

Correctly represented [1] 103 (64.4%) 103 (64.4%) 112 (70.0%) 106 (66.2%) 

Not represented [0] 34 (21.2%) 31(19.4%) 32 (20.0%) 32.3 (20.2%) 

Wrongly or partially represented [X] 23 (14.4%) 26 (16.2%) 16 (10.0%) 21.7 (13.5%) 

 

 

Figure 8. Examples of ratings with complete agreement among the three raters. 

Discussion  

To the best of our knowledge Glyph is the first application developed in the health care domain that is able to 

automatically enhance text with pictures. As we have argued before, the use of illustrations has proved to enhance 

the recall and understanding of patient instructions. However, clinical teams seldom have the graphic skills and time 

required to produce customized illustrations for the written instructions given to patients. Glyph was developed to 

address that issue by allowing health care providers to easily and quickly create illustrations from free text. We 

intend to make both Glyph and its pictograph library freely available online in the future. We also intend to add the 

pictograph library to the database of the Open Access Collaborative (OAC) Consumer Health Vocabulary (CHV) 

initiative
36

, the only CHV in the UMLS. 

Since the illustrations are intended to enhance rather than replace text, we found the results of the auto-generated 

illustration to be very promising. On average, 66% of the text was deemed as correctly illustrated. The illustrations 

do reflect the content of the text but also contain some ambiguity. We have described several related systems outside 

of the health domain in the background section. Because none of these systems were formally evaluated, we cannot 

make any comparisons with their performances. 

The evaluation of the outcomes of the automatic text-to-picture conversion is one of the most challenging parts of 

this study. There are no existing standard metrics to measure with precision how much of the text is actually 

transferred to the corresponding pictograph. For this study, we created our own coding system but we acknowledge 

that, like any other type of qualitative analysis, it can be distorted by raters' subjectivity. Indeed, we intend to 

increase the precision of our evaluation methods. However, we are aware that, for this type of study, highly precise 

metrics are not possible. Although there is evidence showing that pictographs can increase recall and 
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comprehension, they are not highly reliable communication tools because they lack a code shared by all those 

involved in the communication process. Without a common code, the interpretation of the resulting pictographs 

relies heavily on the reader's inferential skills to link the graphic representation to the intended message. That is, the 

reader’s background (e.g., familiarity with the graphic conventions used, such as arrows) greatly influences the 

interpretation of pictographs. 

In our efforts to develop a set of rules to convert text into pictures, we realized that many patient instructions were 

ambiguous, redundant or lacking details. For example, the instruction “Call your doctor if you gain 2 to 5 pounds 

overnight” is partially redundant since the constructions asks for a threshold, not a range. Only the lower value (i.e., 

2 pounds) is necessary to allow patients to properly follow the instruction. We are keeping track of the shortcomings 

identified in the wording of the original patient instructions and intend to offer that information to the clinical teams 

so that the templates of the instructions can be further improved. 

Our analyses indicate that certain concepts are poor candidates for illustration. Concepts that are unlikely to yield 

easy-to-interpret illustrations include concepts that do not have a clear visual counterpart (e.g., memory loss) or are 

overly generic (e.g., diet). Further, the types of concepts that can be effectively illustrated do not completely overlap 

with the concepts that, from a cognitive perspective, are likely to benefit from illustrations the most. 

Even in a restricted domain (in our case, cardiology) instructions can often be worded, both syntactically and 

lexically, in many different ways. Thus, one of the greatest challenges in this project is the forecasting of all possible 

variations of the same instruction. 

In the future, we plan to conduct more in-depth testing of Glyph’s output to verify if illustrations produced in an 

automated manner yield the same levels of increase in recall and comprehension as custom-made illustrations. The 

interrater agreement levels we obtained so far points to the necessity of a more systematic method to assess picture 

completeness and quality. 
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