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There are several other reasons why miss-
ing data should not simply be ignored. Using 
only complete cases reduces sample size and, 
therefore, reduces power. In addition, it is 
costly to obtain data. To completely remove a 
participant with any item nonresponse would 
be to waste the potentially useful observed 
data and the money used to obtain it.

Despite the issues caused by only using 
complete cases, researchers use this method 
for data analysis regularly. Or, more likely, 
they simply do not know how to handle miss-
ing data and leave it to the default settings of 
statistical packages. Harel et al.1 illustrated 
this phenomenon in a literature review of 
missing data in HIV prevention studies. They 
found that in 57 randomized controlled trials, 
none mentioned the missing data assumptions 
used in their analyses. Most of the studies 
(74%) used complete case analysis (CCA) 
where only the complete cases are used. 
Under relaxed assumptions, the authors ex-
pect only 12% of the studies to yield unbi-
ased results, based on their analysis methods. 
Not only is CCA problematic, but it is also 
being used quite frequently in the literature.

What if there is only a small amount of 
missing data? Belin2 addressed the assertion 
that small amounts of missingness can matter 
with a simulation study of a randomized con-
trolled study with 5% missing values. Analyz-
ing the full sample with no missingness or with 
an appropriate missing data procedure yielded 
a significant treatment effect. However, analyz-
ing the data with missingness according to 
CCA yielded a nonsignificant treatment effect. 

First of all, what is meant by missing data? 
Missing data are simply unobserved values in 
a data set, but they can be of different types 
and may be missing for different reasons. 
Consider a survey that asks several questions 
of a participant. Maybe the participant feels 
uncomfortable answering a question regard-
ing salary and leaves that question blank. 
This illustrates an instance of item nonre-
sponse. Now consider a second participant 
who fails to return the survey at all. Because 
none of the questions were answered, this is 
an example of unit nonresponse. In longitudi-
nal studies, dropout is another common cause 
of missing data.

Data may be missing according to different 
mechanisms of missingness. The first type of 
missing data mechanism is “missing com-
pletely at random” (MCAR). Statistically 
speaking, this means that the probability of 
the observation being missing is not depen-
dent on any observed or unobserved covari-
ates. In other words, it is what one typically 
thinks of as “random.” Perhaps a computer 
malfunction erases part of a data set. That 
missingness is not dependent on any of the 
covariates or the responses measured in the 
study. 

The second type of missing data mecha-
nism is “missing at random” (MAR). In this 
case, the probability of the observation being 
missing is dependent only on observed val-
ues; that is, it is conditionally missing. A sim-
ple example of MAR is a survey where partic-
ipants older than a certain age refuse to 
answer a particular survey question and age 

is measured in the study. The missingness is 
dependent on the observed covariate of age 
so the data are MAR. 

The final type of missing data mechanism 
is “missing not at random” (MNAR). In this in-
stance, the probability of an observation 
being missing is dependent on the missing re-
sponses or an unobserved covariate. An ex-
ample of MNAR could be in a study measur-
ing cognition. A participant’s cognition might 
decline so low that it is necessary for the par-
ticipant to move to a home and drop out of 
the study. In this case, the missing values are 
the result of the unobserved response values 
and so the data are MNAR.

Why should we care about missing data? 
Why not just take the complete cases at hand 
to analyze the data? Such an approach, which 
is the default in most statistical software, can 
have a drastic impact on the statistical infer-
ence drawn from the data. This phenomenon 
is easy to see in the following example. In a 
study testing a new drug, 90 of 100 partici-
pants drop out of the study because of lack of 
efficacy of the drug. If only the 10 partici-
pants who did not drop out are considered, 
the study would show that the drug is effec-
tive, even though it was only so for at best 
10% of the study sample. This is an extreme 
and impractical example, surely, but the point 
remains that by eliminating the participants 
who dropped out, bias is introduced into the 
analysis of the data. In a less extreme exam-
ple, this bias might tip the scales from one 
conclusion to another and leave the re-
searcher with an incorrect inference.
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Across all fi elds of research, the issue of missing data arises. In most studies, surveys, or experiments, there are 
instances of nonresponse that need to be appropriately dealt with to conduct reasonable statistical analyses. There 
are several types of missing data as well as ways to deal with incomplete data sets.
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Even 5% missing values can lead to an errone-
ous conclusion.

So, what can be done? Little and Rubin3 
have discussed a wide variety of methods 
ranging from CCA and other ad hoc proce-
dures to those grounded in mathematical foun-
dations. Ad hoc procedures refer to CCA and 
single imputation methods that impute, or fill 
in, plausible missing values. These methods in-
clude “last observation carried forward,” im-
puting unconditional means, imputing from un-
conditional distribution, and conditional mean 
imputation. The benefit to these methods is 
their ease of implementation, but the draw-
backs can include bias, distorted correlations, 
and reduced variance. Other methods that are 
more mathematically based include multiple 
imputation, maximum likelihood, and Bayesian 
methods. These approaches are more challeng-
ing to implement but solve many of the prob-
lems seen in CCA and single imputation.

Little and Rubin also provided recommen-
dations for which imputation method should 
be utilized for each type of missing data. 
When the data are believed to be MCAR, 
CCA is generally considered to be a reason-
able approach. However, situations in which 
data are truly MCAR are rare, and this 
method still presents problems with efficiency. 
The recommendation when data are MAR is 
to use likelihood-based approaches, Bayesian 
analysis, or multiple imputation. These meth-
ods perform well under the MAR assumption 
and are often used under the MCAR assump-
tion as well. Data that are MNAR are primar-
ily concerns in clinical trials and in sensitivity 
analyses. In this instance, Little and Rubin 
recommend using either selection models or 
pattern–mixture models.

Missing data research is a rich field with 
endless applications. The problem of missing 
data is one that plagues everyone from biolo-
gists and chemists to psychologists and lin-
guists. If dealt with inappropriately, the re-
searcher might arrive at invalid inferences. 
So remember: the data might be missing, but 
the importance of dealing with missing data 
is always present. 
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