Decoding the anatomical network of spatial attention
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The study of stroke patients with modern lesion-symptom analysis
techniques has yielded valuable insights into the representation
of spatial attention in the human brain. Here we introduce an
approach—multivariate pattern analysis—that no longer assumes
independent contributions of brain regions but rather quantifies
the joint contribution of multiple brain regions in determining be-
havior. In a large sample of stroke patients, we found patterns of
damage more predictive of spatial neglect than the best-performing
single voxel. In addition, modeling multiple brain regions—those
that are frequently damaged and, importantly, spared—provided
more predictive information than modeling single regions. Inter-
estingly, we also found that the superior temporal gyrus demon-
strated a consistent ability to improve classifier performance when
added to other regions, implying uniquely predictive information.
In sharp contrast, classifier performance for both the angular gyrus
and insular cortex was reliably enhanced by the addition of other
brain regions, suggesting these regions lack independent predic-
tive information for spatial neglect. Our findings highlight the
utility of multivariate pattern analysis in lesion mapping, furnish-
ing neuroscience with a modern approach for using lesion data to
study human brain function.

brain injury | superior temporal cortex | voxelwise lesion symptom
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bserving the behavioral consequences of brain injury has

driven our understanding of brain function. Although re-
cent brain activation measures have revealed how behavior
engages spatially distributed networks, lesion methods remain
important because of their clinical significance and level of in-
ference, as a result of their ability to detect if a region is critical
for a task rather than merely involved with a task (1, 2). Clas-
sically, lesion-behavior relationships were inferred by looking for
associations: identification of regions consistently damaged in
patients with a given symptom. However, this approach suffers
from a major confound; some regions of the brain are more likely
to be injured than others, and therefore, these studies identify
both regions that are critical to a function as well as regions that
are frequently injured (for review, see ref. 2). Voxelwise lesion
symptom mapping (VLSM) revolutionized this method by look-
ing for statistical dissociations: identifying regions that are con-
sistently damaged in individuals with a deficit but spared in those
without a deficit (3, 4).

Conventional VLSM methods compute independent analyses for
each and every voxel of the brain. Unfortunately, this mass uni-
variate method necessarily limits the statistical power for many
common neurological syndromes. For example, if damage to either
of two distant brain regions can lead to the same symptoms (e.g.,
a distributed network), a patient with damage to one location will
effectively appear as a counter example for detecting the other lo-
cation. Indeed, consider the situation where a symptom is observed
whenever only a portion of a large functional module is injured—in
this case, two patients who have the same symptoms and damage to
the same functional module may have mutually exclusive regions of
injury and thus appear to provide statistical counter examples for
each other (the partial injury problem, see ref. 4).

Multivariate pattern analysis (MVPA) can address these short-
comings. Although MVPA has yielded remarkable insights into
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brain—-behavior relationships in cognitive neuroscience (5, 6),
its techniques have not been applied to traditional lesion map-
ping approaches. Analyzing brain injury data using MVPA—a
method for simultaneously considering the influence of multi-
ple regions or voxels—could extend our understanding of both
brain function and stark behavioral deficits incurred by brain
damage. Beyond leveraging spatially distributed regions critical
for a task, multivariate methods are also sensitive to regions
where injury predicts normal performance on a specific task. By
combining (noisy) information of regions that predict both the
presence of impaired performance and the retention of perfor-
mance after injury, a classifier should become more accurate (7).
These strengths suggest that multivariate methods would provide
improved sensitivity over univariate methods for predicting be-
havioral performance based on brain imaging acquired following
brain injury. In particular, MVPA is well suited to symptoms that
are observed following damage to portions of a large module or
spatially distributed networks, as in spatial neglect (8, 9).

The present study uses MVPA to characterize how multiple
right hemisphere brain regions contribute to predicting spatial
neglect in a large sample of right-sided stroke patients. Individ-
uals with neglect show profound impairments, including spon-
taneous deviation of eyes and head toward the ipsilesional side
(10, 11) and ignoring objects located on the contralesional side
(12-15). A network of brain areas—many of which are com-
monly implicated in the deployment and allocation of spatial
attention (16-18)—appear to be involved with this disorder (for
review, see refs. 8 and 9), including the superior and middle
temporal cortex and underlying insula (19-23), the inferior pa-
rietal cortex and temporo-parietal junction area (22-25), as well
as the inferior frontal cortex (23, 26). Further, spatial neglect is
observed following injury to the fiber tracts interconnecting these
cortical sites (27-30).

Given the diverse brain regions implicated in spatial neglect,
there are clear and distinct hypotheses regarding the contribu-
tion of different anatomical nodes in predicting this disorder.
In this situation, it is obvious that a multivariate approach—one
that leverages information from multiple brain regions, including
those that are commonly spared and damaged—could help to
better understand the neural bases of this disorder. We therefore
used two machine-learning techniques, linear and nonlinear sup-
port vector machines (SVMs; a toy linear example to illustrate our
method is displayed in Fig. 14), to classify individuals based on
structural brain scans with right hemisphere lesions demarcated
in standard space (Fig. 1B). Predictive performance for each
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Fig. 1. Multivariate analytic approach. (A) We used a MVPA procedure for using brain injury maps to predict the presence or absence of spatial neglect.
MVPA involves both training and testing a predictive model. The training procedure used machine-learning algorithms [support vector machines (SVMs)] to
construct a model of how distributed patterns of lesion data indicate the presence or absence of spatial neglect. The constructed model is then tested on new
data (i.e., not used to train the model). This procedure was repeated for each individual in our dataset (n = 140), meaning each individual was tested on
a model that was built independently of that individual’s data. The average of those predictions is the predictive power of the model. The algorithm can be
trained on various features—in this case voxels from different regions of the brain—to predict the presence or absence of neglect. The feature space is
typically very high dimensional, as many voxels are available, but the figure displays a simple 2D case for illustrative purposes. (B) Feature spaces used for our
whole-brain analyses included both the set of voxels equal to the union of all individual right-hemisphere lesions (green) and voxels containing lesions found
in at least 5% of the subject population (blue). (C) We also generated more selective feature spaces (n = 56) using regions of interest from the AAL (gray
matter) and Juelich (white matter) atlases. Axial slice numbers are provided in terms of MNI space.

classifier was based on a leave-one-out cross-validation (CV) test-
ing procedure (SI Materials and Methods). The cross-validation
testing procedure provides a robust measure for how well avail-
able data can be used to make individual out-of-sample pre-
dictions for the presence or absence of spatial neglect. We also
used a combinatoric analytic approach (31-33), in which mul-
tiple brain regions of interest (ROIs; Fig. 1C; SI Materials and
Methods) were iteratively combined, affording us an opportunity
to quantify the ability of each ROI to uniquely convey information
about the presence or absence of spatial neglect (SI Materials and
Methods). Our analyses focused on three questions. First, do
multivariate techniques outperform traditional univariate tech-
niques? Second, which set of right hemisphere brain regions is
most predictive of spatial neglect? Finally, do any regions carry
significantly more unique information than other brain regions in
the right hemisphere?

Results

Because one of our principal goals was to demonstrate that our
multivariate approach offers an advantage over traditional uni-
variate techniques, we initially sought to establish predictive
baselines that would be found by conventional analyses using
single voxels in isolation. Next, we evaluated whether conven-
tional analyses are outperformed by multivariate classifications
that use multiple ROIs. We emphasize that, when using multiple
ROIs, counterintuitive results are possible, as multivariate anal-
yses can leverage information from both positive (i.e., regions
generally associated with neglect) and negative predictors (i.e.,
regions not generally associated with neglect). Finally, we focused
on 12 right hemisphere regions classically associated with spatial
neglect in the literature and used a combinatoric analytic approach
(31-33) to examine which of these 12 canonical regions contain
unique information regarding the prediction of spatial neglect.

Establishing Predictive Baselines with Univariate Classifications. We
first sought to identify single voxels that carried significant
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information regarding neglect. To ensure a fair comparison with
our core analyses, we used identical machine-learning algorithms,
including linear and nonlinear SVMs, and out-of-sample prediction
as an index of performance. We found a focal pattern of voxels
within the right superior temporal gyrus (STG) that were above
chance performance at an uncorrected threshold (Fig. S14). The
voxel [Montreal Neurological Institute (MNI),, ., = 70,—16,6] was
significantly greater than chance with both classifiers (CVjiear =
74.57%, Pperm < 0.0001; CVyontinear = 73.57%, Pperm < 0.0001).
Using this STG voxel, we found that the linear SVM significantly
outperformed the nonlinear SVM (CViycrease = 1, Pperm < 0.002),
presumably reflecting modest overfitting when a nonlinear solu-
tion is applied to a linear space (34).

As a control analysis, we also examined how well lesion size
could classify spatial neglect and control patients. Lesion size is
a confounding factor in all lesion-mapping studies: larger lesions
are more likely to compromise critical modules. Consistent with
this logic, our results indicated that lesion size was able to signifi-
cantly classify neglect and control patients above chance for both
SVM classifiers (CViinear = 59.71%, Pperm < 0.004; CVyoniinear =
78.14%, Pperm < 0.0001). In this case, the nonlinear SVM classifier
significantly outperformed the linear SVM classifier (CVincrease =
18.43, Pperm < 0.0001), likely reflecting the nonlinear nature of the
1D feature space characterizing lesion size. Owing to the enhanced
predictive power of the nonlinear classifier in this baseline test, all
subsequent analyses use the nonlinear classifier.

Multivariate Classifications Outperform Univariate Classifications. We
predicted that multivariate analyses would outperform tradi-
tional univariate analyses when classifying spatial neglect. To
examine this prediction, we constructed several distinct sets of
feature spaces that included multiple pieces of information for
each classification: single voxels with lesion size included as its
own feature (SI Results; Fig. S1B); whole-brain (i.e., all usable
features across brain regions from our subject population) fea-
ture spaces with and without lesion size included as its own
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feature (SI Results); and ROIs with and without lesion size in-
cluded as its own feature.

Here, we focus on the ROI-based analyses, as those feature
spaces are less likely to contain gross imbalances between in-
formative and uninformative features. We examined 45 gray and
white matter regions taken from the Automated Anatomical
Labeling (AAL) and Juelich white matter atlases (Fig. 1C; Table
S1) and performed independent classifications on each. We
found several regions, including the STG, whose performance
was significantly above chance, even after correcting for multiple
comparisons (Table S2). We also assessed whether including
lesion size as its own feature influenced the performance of any
of our 45 regions. Across these regions, we identified several
regions in visual cortex and prefrontal cortex whose performance
increased significantly as a result of modeling lesion size as
a separate feature (Table S3 and Fig. S2). Importantly, none of
these regions were identified as having above-chance predictive
power without including lesion size as its own feature, indicating
a statistical dependency on lesion size within these regions.

After identifying single brain regions whose pattern of damage
could distinguish neglect and control patients, we next evaluated
a key prediction: that additional regions could significantly im-
prove predictive power above and beyond what could be expected
by examining single regions in isolation. To test this prediction,
we created two additional sets of feature spaces that were formed
using all combinations of two and three ROIs (990 combinations
of two ROIs; 14,190 combinations of three ROIs). We first
compared the average CV of all single ROIs, combinations of
two ROIs, and combinations of three ROIs (Fig. 24). As the
underlying distribution corresponding to changes in average CV
percentage is unknown, we constructed null distributions using
Monte Carlo permutation-based testing (SI Materials and Meth-
ods). This method entailed running each combinatoric analysis
(n =15,225) 1,000 times with permuted neglect and control labels.
For each permutation, we computed the change in average CV
percentage for both comparisons (i.e., 2 ROIs — 1 ROI and 3
ROIs — 2 ROIs). Our results showed that the average CV per-
centage for combinations of two ROIs was significantly higher
compared with single ROIS (CVicrease = 6.3, P < 0.001; Fig. 2B).
Additionally, we found that the average CV percentage was
significantly higher for combinations of three ROIs compared
with combinations of two ROIs (CVipcrease = 3.1, P < 0.001; Fig.
2C). Our results also survived an important robustness check:
a similar pattern of results were identified after regressing out
the confounding influence of ROI size and the disparity in ROI
damage between neglect and control patients (Fig. S3; Table S4).

As a conservative and principled set of tests, we next used the
best performing single ROI, corticospinal tract (CV = 75.85%),
as a baseline for our comparisons against combinations of two
and three ROIs. We found no combination of two ROIs that
outperformed the best single ROI. Strikingly, we found that one
combination of three ROIs—middle occipital gyrus, Heschl’s
gyrus, and corticospinal tract—significantly outperformed the
best single ROI (CVjpcrease = 10.42, Pperm < 0.03) for an overall
CV of 86.27%. These three regions, which are not generally
associated with spatial neglect (8, 9), highlight one of the sig-
nificant advances of multivariate classification techniques: the
ability to capitalize on both positive and negative predictors.
Nevertheless, interpreting such results presents a challenge, be-
cause our metrics for classifier performance do not provide in-
sight into predictive directionality of the individual features that
comprise each analysis.

We therefore focused our next analyses on only those 12
critical perisylvian regions in the right hemisphere that have been
previously associated with spatial neglect in the literature (Table
S1); these analyses evaluate whether a given region significantly
improves the performance when added to another region (or set
of regions). We found one combination of two ROIs whose
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Fig. 2. Modeling multiple brain regions improves predictive power. (A) To
evaluate whether including more regions provides additional predictive
power, we show the average CV percentages across all single ROIs (n = 45),
all combinations of two ROIs (n = 990), and all combinations of three ROIs
(n = 14,190). Because the underlying distribution corresponding to changes in
average CV percentage is unknown, we constructed null distributions run-
ning all analyses 1,000 times with permuted neglect and control labels. For
each permutation, we computed the change in average CV percentage for
both comparisons (i.e., 2 ROIs — 1 ROI; and 3 ROIs — 2 ROIs). (B) In comparing
the true CV to the null distribution, we found that the average CV signifi-
cantly increased when adding one ROI to another ROI (CVincrease = 6.3, P <
0.001; red arrow). (C) Additionally, in a similar statistical test, we found that
the average CV significantly increased when adding one ROI to two ROIs
(CVincrease = 3.1, P < 0.001; red arrow). Data in histograms are partitioned
into 50 equally spaced bins on the x-axis.

performance was significantly better than either region in iso-
lation. Specifically, adding the right STGs to the inferior frontal
gyrus pars orbitalis (IF Orb; CVyigina = 52.14%) significantly
improved performance (CV ompoz = 73.57%; CVincrease = 21.42;
P < 0.05, Bonferroni corrected). We extended this approach and
identified two combinations of three ROIs where the addition of
the third ROI was significantly better than the two ROIs to-
gether. First, adding the right middle temporal pole to the
combination of inferior frontal gyrus pars triangularis (IF Tri)
and supramarginal gyrus (CViomboz = 60.71%) significantly
improves performance (CV ombo3 = 70.00%; CVincrease = 9.28;
P < 0.05, Bonferroni corrected). Second, adding the right su-
perior temporal pole to the combination of inferior frontal
gyrus pars orbitalis (IF Orb) and inferior parietal cortex (IPar;
CViomboz = 62.00%) significantly improved performance
(CVeombos = 7471%; CViperease = 12.71; P < 0.05,
Bonferroni corrected).

Combinatoric Analyses Identify Regions Contributing Unique Predictive
Power. The ability to combine information from multiple regions
is a fundamental strength of our multivariate approach. However,
these analyses raise important questions concerning the con-
tributions of each region: one region might consistently add in-
formation to other regions [unique combinatorial performance
(UCP); Eq. S1], whereas another region might have the opposite
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pattern, consistently gaining information when other regions are
added to it [average combinatorial improvement (ACI); Eq. S2].
Importantly, this combinatoric approach provides a quantitative
procedure for assessing both the UCP and ACI for each region
after accounting for the influence of lesion size.

To account for lesion size and quantify the informational con-
tributions of each of the 12 critical perisylvian regions that have
previously been associated with spatial neglect in the literature
(Table S1), we examined all combinations of two ROIs after le-
sion size was factored into the performance (Fig. 34 and Fig. S2).
We found that the STG consistently improved the performance of
other regions (mean increase = 4.94; t(;;) = 4.35, P < 0.02 cor-
rected), even after accounting for lesion size (Fig. 3 B and D, red).
Importantly, examining all pairwise comparisons revealed that the
right STG added more predictive power than several other
regions, including the right supramarginal gyrus (¢(11) = 3.81), the
three divisions of the right inferior frontal gyrus (IF Orb: £(y =
4.62; IF Tri: t(11y = 4.47; IF Oper: t(;y = 4.38), and the right in-
ferior parietal lobe (IPar; ¢11) = 3.92), indicating STG contains
unique information for predicting neglect. We also found that the
angular gyrus (mean increase = 4.33; ¢11) = 4.27, P < 0.02 cor-
rected) and insula (mean increase = 3.39; ¢(;1) = 4.17, P < 0.02
corrected) consistently received predictive power from other
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Fig. 3. Combinatoric analyses control for lesion size while revealing robustly
predictive brain regions. (A) To examine the interaction of information
contained in each of the 12 critical perisylvian ROIs in the right hemisphere
that were previously associated with spatial neglect in the literature, we
examined all combinations of two ROIs. We then computed, iteratively, the
change in CV percentages when adding ROIs to each other. Crucially, these
changes in CV percentages explicitly factor in lesion size, as this feature is
present in all cells of the 12 x 12 matrix. (B) The STG was the only region that
consistently added predictive power to other ROIs, indicating significant
unique combinatorial performance (UCP) (Eq. S1). Pairwise comparisons
revealed that UCP for STG was greater than several other regions, including
the supramarginal gyrus, the three divisions of the right inferior frontal gyrus
(pars opercularis: IF Oper; pars triangularis: IF Tri; pars orbitalis: IF Orb), and
the inferior parietal lobe (IPar). (C) In contrast, classifier performance for two
regions, angular gyrus and insula, was consistently improved by the addition
of other regions, indicating significant average combinatorial improvement
(ACI) (Eg. S2). Pairwise comparisons revealed that ACI for angular gyrus was
greater than STG. (D) Summary of brain regions demonstrating significant
UCP (red) and ACI (blue). Error bars in B and C indicate SEM.
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regions (Fig. 3 C and D, blue). Furthermore, examining all pair-
wise comparisons revealed that the angular gyrus was missing
more information than the STG (¢(;1) = 3.89, P < 0.05, Bonferroni
corrected for 66 comparisons), potentially suggesting that the
classic association between right angular gyrus and spatial neglect
(e.g., ref. 25) may reflect a byproduct of analytical tools that were
heretofore incapable of quantifying interregional interactions.

Discussion

Applying MVPA to clinical questions is already producing in-
sights into the subtle anatomical abnormalities that distinguish
controls and neurological patients (35-38). Here, we applied
MVPA to situations where there is profound structural damage
(e.g., where there is a complete destruction of anatomical re-
gions, rather than subtle thinning). An important requirement
for this application was the development of rigorous methods for
determining whether a classifier is performing above chance and
determining whether additional predictors (e.g., ROIs and lesion
volume) significantly improve classification performance. These
considerations are critical, because simple measures alone—such
as lesion volume or symptom incidence—often allow accurate
classification levels for neurological or neuropsychological dis-
orders far in excess of 50%. Our current results, constructed with the
canonical example of spatial neglect after right hemisphere damage,
showcase how this technique of simultaneously considering the in-
fluence of multiple regions or voxels can provide a unique approach
for using lesion data to study human brain function.

Our combinatoric approach to the identification of diagnostic
information yielded convergent findings for the right temporal
cortex, particularly the STG. When we focused our selection of
ROIs to those major right perisylvian cortical areas that have
been observed to correlate with the core deficit of spatial neglect
in various previous studies, namely the temporal-parietal junc-
tion within the inferior parietal lobe, the superior/middle tem-
poral cortex and underlying insula, as well as the ventrolateral
prefrontal cortex (for review, see ref. 8), the temporal region
contributed the most information in predicting spatial neglect.
This finding is enhanced by the complementary fact that the right
frontal and/or parietal regions provided less predictive in-
formation. When combinations of 2 of the 12 ROIs were con-
sidered, we observed that adding the right STG to the orbital
frontal cortex improved the prediction of spatial neglect com-
pared with all regions in isolation. For combinations of three
regions, we saw two cases where the initial two regions benefited
from the addition of a third region. The combination of right
inferior frontal and inferior parietal cortices was significantly
improved by the addition of right middle or superior temporal
pole areas. Moreover, when we examined the predictive power of
each of the 12 critical right perisylvian regions when combined
with one or two other ROIs after accounting for lesion size, we
found that the STG consistently improved the classifier perfor-
mance of other regions (Fig. 3). In other words, the right STG
reliably contained unique information for predicting spatial ne-
glect. In contrast, classifier performance for right inferior parietal
and insular cortices was consistently enhanced by the addition
of other ROIs, indicating these regions are lacking independent
predictive information for spatial neglect. This latter finding
suggests that these regions’ involvement with spatial neglect
could reflect an epiphenomenal finding in traditional univariate
studies, as these traditional methods are incapable of quantifying
interregional interactions.

Although our results demonstrate clear differences within re-
gions in the right hemisphere, the present observations do not
allow conclusions about a possible involvement of the human left
hemisphere in spatial attention. However, we note that only
a small percentage of patients with acute left hemisphere brain
damage show spatial neglect (39, 40). Spatial orienting and
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attention thus appear to be dominantly represented in the hu-
man right hemisphere.

Our findings regarding the STG mesh with known structural and
functional architecture. The right temporal cortex appears to play
a key role in integrating a densely interconnected perisylvian
network representing spatial orienting and exploration in humans.
This region may function as a central hub: connecting with the
inferior parietal lobe via posterior parts of the middle longi-
tudinal fasciculus (MdLF) and extreme capsule/inferior occi-
pitofrontal fasciculus (EmC/IOF), as well as connecting with
the lateral prefrontal cortex via the arcuate fasciculus (AF) and
the EmC/IOF (for review, see ref. 41). Beyond its connection
with the dorsal route of visual information processing, the su-
perior temporal gyrus also receives polysensory inputs from the
ventral perceptual stream. When different tracers were injected
into the posterior parietal and inferotemporal cortex of the
same hemisphere, overlapping labeling was found near the
fundus of the superior temporal sulcus (42, 43). The superior
temporal cortex thus represents a site for multimodal sensory
convergence (for review, see ref. 44), with converging inputs
from the dorsal and ventral streams.

Regional analysis focused on those 12 cortical right perisylvian
ROIs identified previously by numerous studies, techniques, and
groups as correlating with spatial neglect (for review, see refs. 8
and 9). However, our analysis also included a more compre-
hensive set of 45 regions facilitating a richer perspective that
considers all usable features (i.e., voxels that are not damaged or
spared across all patients). Considering all usable features is
important for two reasons. First, it allowed us to identify the
influence of regions on spatial neglect without any anatomical
a priori assumptions. Second, this approach combined both
positive predictors (regions where injury predicts a deficit) with
negative predictors (where injury predicts spared abilities), po-
tentially providing a more accurate classification than an analysis
that is restricted to positive predictors (7). We found a combi-
nation of three regions provided a robust predictor (>86%) for
spatial neglect. Specifically, we found that the amount of injury to
the right middle occipital cortex, Heschl’s gyrus in the superior
temporal cortex, and the corticospinal tract—while controlling
for overall lesion size—were able to reliably predict neglect
better than any univariate measure and better than any region
combined with lesion volume. This is a surprising result, as each
of these regions is strongly associated with a function other than
spatial attention. There are several candidate reasons for this
apparently counterintuitive result.

Consider the following explanations. Whereas we found the
best predictors appear outside the regions classically associated
with the spatial neglect, our findings also reveal that multivariate
analyses can provide accurate classification based solely on the
size and extent of brain injury, as observed on standard clinical
scans. One parsimonious explanation for this apparent paradox
is that the multivariate analyses are able to capitalize on the
regions that are both positively predictive and negatively pre-
dictive of the disorder (7). The best independent classifiers may
largely provide redundant information with lesion volume.
Conversely, some of the best classifiers for analyses that include
additional predictors such as overall lesion volume may be ones
that predict the absence of a symptom when they are injured
while overall lesion volume is small. Indeed, the middle occipital
cortex and corticospinal tract show this pattern, as they lie along
the border of the right middle cerebral artery territory that has
classically been associated with spatial neglect.

A further benefit of studying all usable features is the ability to
harness both positive and negative predictors, because negative
predictors are likely to be outside the standard set of regions
discussed. This dual predictive power is likely to improve clas-
sification: brain injury data are noisy (functional modules are
typically larger than voxels, multiple nodes can influence
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behavior, precise location of function can vary across individu-
als), so these properties should lead to better classification and
generalizability than is possible with mass univariate approaches.
Of course, generalizability of a predictive model is always limited
by the within-sample variety of the training data, but our present
sample includes a wide range of damage across the right hemi-
sphere (Fig. 1). A possible application of such a prediction in
a clinical context might be an improved prediction of long-term
severity of the disorder under study, such as recovery and re-
habilitation processes, based on the structural scans taken in the
acute stage of the stroke (for an example of such a prediction
strategy using the traditional VLSM approach, see ref. 45). Fu-
ture work that combines the methods described here (acute scans
with acute behavioral measures) with chronic behavioral meas-
ures may prove to be an important tool for long-term prognosis.
Such studies could triage individuals who will spontaneously re-
cover from those who will need focused rehabilitation and those
who are unlikely to recover function regardless of treatment.
Effectively, this could help differentiate between brain regions
that are not involved with a given task, those that are critical but
with redundancy, and those where there are no mechanisms
for compensation.

To conclude, the method we outline has broad implications for
cognitive neuroscience, providing a unique approach for using
lesion data to study human brain function. MVPA in lesion
mapping will be a useful tool for the wide spectrum of cognitive
functions and clinical disorders where—as in spatial neglect as
a motivating example—similar symptoms can be observed fol-
lowing discrete injury to portions of a network. Our approach
could also be extended using existing algorithms, including re-
gression-based machine learning (46), to examine continuous
measures, such as neglect severity (47). Additionally, as learning
algorithms and computing efficiency improve, the reliance on
arbitrary ROI definitions (a limitation of our approach) can be
abandoned by fractionating the brain into specific segments of
varying size and spatial contiguity; this extension could provide
an opportunity to gain even greater insight into small- and large-
scale network-driven behavior.

Materials and Methods

Patient Sample. Data were drawn from 140 consecutively admitted stroke
patients with circumscribed right hemisphere lesions (SI' Materials and
Methods) from a well-defined recruitment area belonging to the University
of Tuebingen, sampled over a period of 7 y. All patients gave their informed
consent to participate in the study, which has been performed in accordance
with the ethical standards in the 1964 Declaration of Helsinki and approved
by the institutional review board of the University of Tubingen. The full
details regarding patient characteristics, test criteria, and other demographic
information are reported in our previous work, which uses the same sample
of patients (20). In short, following standardized testing for spatial neglect
by using the letter cancellation task, the Bells test, the baking tray task, and
a copying task, the subjects were divided into a group of 78 patients with
spatial neglect and 62 control patients who did not show the disorder.
Neglect patients fulfilled the criterion for spatial neglect in at least two of
these four clinical tests and showed the typical spontaneous deviation of
eyes and head toward the ipsilesional side and ignoring of contralesionally
located people or objects (20).

Feature Space Construction. For effective machine learning, the analytic
procedure behind MVPA (Fig. 1A) geared toward prediction, the classifier
(learning algorithm) generally uses multiple pieces of information, or fea-
tures, to use to identify similarities within or differences between the classes
that are being predicted (34). We created a 4D dataset (a 3D image of each
individual patient across the sample, n = 140) of 91 x 109 x 91 voxels
(downsampled by a factor of 2 from the original resolution to reduce
overfitting). The union of all patient lesions (Fig. 1B, green) consisted of
20,068 voxels (2-mm? resolution), whereas the set of voxels that were le-
sioned in at least 5% of the patient population was 12,811 voxels (2-mm?
resolution). None of these voxels were lesioned across all patients, an ob-
servation that would preclude their use in our analyses. To reduce the
likelihood of the classifier capitalizing on rare events, our primary analyses
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focused on voxels that were damaged in at least 5% of patients. Then, using
regions that were damaged in at least 5% of patients, we also constructed
more selective feature spaces (n = 45) using brain ROIs from the AAL
(highlights gray matter, see ref. 48) and Juelich (white matter, see ref. 49)
atlases. These brain regions vary in size, as they are defined anatomically
(Table S1). We note that 11 regions (from our original 56 in Fig. 1C) were
excluded because no voxel within them was damaged in at least 5% of
patients (Table S1). We also examined all combinations two and three ROIs
(S| Materials and Methods).

Classification. Classification analyses of the structural images were completed
using PyMVPA (50). We used two classifiers to develop models for predicting
neglect: a linear SVM (v = 0.5; C was scaled between 0 and 1, depending on
the distribution of data) and a nonlinear [radial basis function kernel (RBF)]
SVM (v = 0.5; C = 1; y = 0.5). Although there was a scant amount of re-
dundancy and correlation between our features (Fig. S4), we note that, unlike
some classifiers (e.g., naive Bayes), SVM classifiers do not assume in-
dependence between features (34, 51). Performing classifications with non-
independent features is unavoidable for lesion-mapping approaches, because
larger lesions could be associated with correlated patterns of damage in
specific areas. Additionally, our soft-margin SVM relies on maximizing the
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separation between the margin and decision boundary, and using a relatively
small C should help limit susceptibility to overfitting in high-dimensional
problems (34), an important consideration given our number of features and
observations. To avoid constructing a biased model, all training sets consisted
of equal observations of neglect and control patients. As this procedure
entailed dropping a random subset of observations from each classification,
we repeated each classification five times to ensure a stable CV without any
upward bias (52). We used the leave-one-out CV percentage as our metric for
evaluating classifier performance. The constructed algorithm and its set of
weights were then used to make a prediction on the left-out individual. It-
eratively, the leave-one-out process was applied to each individual. The CV
percentage is then the average of the five iterations of all 140 predictions.
Significance of CVs and changes in CV were assessed using Monte Carlo
permutation-based statistical testing (S/ Materials and Methods) (53).
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