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Purpose: Dynamic contrast-enhanced (DCE) MRI has been widely used as a quantitative imaging
method for monitoring tumor response to therapy. The simultaneous challenges of increasing tempo-
ral and spatial resolution in a setting where the signal from the much smaller voxel is weaker have
made this MR technique difficult to implement in small-animal imaging. Existing protocols employed
in preclinical DCE-MRI acquire a limited number of slices resulting in potentially lost information
in the third dimension. This study describes and compares a family of four-dimensional (3D spa-
tial + time), projection acquisition, radial keyhole-sampling strategies that support high spatial and
temporal resolution.
Methods: The 4D method is based on a RF-spoiled, steady-state, gradient-recalled sequence with
minimal echo time. An interleaved 3D radial trajectory with a quasi-uniform distribution of points in
k-space was used for sampling temporally resolved datasets. These volumes were reconstructed with
three different k-space filters encompassing a range of possible radial keyhole strategies. The effect of
k-space filtering on spatial and temporal resolution was studied in a 5 mM CuSO4 phantom consisting
of a meshgrid with 350-μm spacing and in 12 tumors from three cell lines (HT-29, LoVo, MX-1) and
a primary mouse sarcoma model (three tumors/group). The time-to-peak signal intensity was used to
assess the effect of the reconstruction filters on temporal resolution. As a measure of heterogeneity in
the third dimension, the authors analyzed the spatial distribution of the rate of transport (Ktrans) of the
contrast agent across the endothelium barrier for several different types of tumors.
Results: Four-dimensional radial keyhole imaging does not degrade the system spatial resolution.
Phantom studies indicate there is a maximum 40% decrease in signal-to-noise ratio as compared to a
fully sampled dataset. T1 measurements obtained with the interleaved radial technique do not differ
significantly from those made with a conventional Cartesian spin-echo sequence. A bin-by-bin com-
parison of the distribution of the time-to-peak parameter shows that 4D radial keyhole reconstruction
does not cause significant temporal blurring when a temporal resolution of 9.9 s is used for the sub-
samples of the keyhole data. In vivo studies reveal substantial tumor heterogeneity in the third spatial
dimension that may be missed with lower resolution imaging protocols.
Conclusions: Volumetric keyhole imaging with projection acquisition provides a means to increase
spatiotemporal resolution and coverage over that provided by existing 2D Cartesian protocols. Fur-
thermore, there is no difference in temporal resolution between the higher spatial resolution keyhole
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reconstruction and the undersampled projection data. The technique allows one to measure complex
heterogeneity of kinetic parameters with isotropic, microscopic spatial resolution. © 2013 American
Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4774050]

Key words: DCE-MRI, MR microscopy, 3D projection acquisition, keyhole imaging, mouse tumor
model

I. INTRODUCTION

Dynamic contrast-enhanced (DCE) MRI has become an im-
portant imaging tool in the study of several diseases. This
technique has been particularly useful in oncology for moni-
toring therapeutic response in solid tumors.1, 2 A typical DCE-
MRI protocol consists of the following steps: (1) acquisition
of pre-injection images for calculating the native T1 and the
equilibrium longitudinal magnetization (M0) maps; (2) ac-
quisition of post-injection images for determining the time-
dependent tracer concentration; and (3) analysis of tracer dy-
namics to extract physiological characteristics of the tumor
under study. Numerous methods exist for the implementation
of each of the above steps: T1 and M0 maps can be acquired
with several techniques;3–6 different mathematical models can
be used to analyze the dynamic data;7–14 and finally, various
pulse sequences differing in sampling strategies and acquisi-
tion parameters have been developed to sample the signal in
k-space.15–18

The vast majority of preclinical sampling strategies used
for DCE-MRI acquire a limited number of relatively thick
slices. Volume averaging and limited coverage make it dif-
ficult to characterize the heterogeneity in the tumor microen-
vironment. The limitations are: (1) the location of the imaging
slice is arbitrary (which slice should be imaged?); (2) longi-
tudinal imaging is unreliable due to irreproducible slice se-
lection (how do we pinpoint the location of the same slice in
the tumor after a few weeks?); and (3) even if the first two
limitations are avoided, there is no guarantee that the func-
tional parameters measured in a few slices are representative
of the entire tumor (what is the variation in the third spatial
dimension?)

The goal of this work is to develop a 4D imaging method
for preclinical studies in which temporal and spatial resolu-
tion are increased to allow measures of tumor heterogene-
ity. The work is an extension of previous efforts employ-
ing projection imaging with keyhole sampling.17, 19–21 Key-
hole sampling, initially defined for rectilinear MRI,22 refers
to a post-acquisition filtering technique in which the cen-
ter of k-space is updated more frequently than the periph-
ery with the purpose of increasing temporal resolution. Pro-
jection imaging, when implemented as a 3D sequence, pro-
vides inherently volumetric measurements, has reduced sen-
sitivity to motion and flow artifacts, and allows for shorter
echo times as compared to traditional Cartesian methods.23

The acquisition of radial trajectories leads to substantial over-
sampling at the center of k-space where most of the informa-
tion related to pixel intensity is encoded. Hence, as shown for
2D sequences,20, 24 radial sampling lends itself naturally to k-
space filtering strategies having a fundamental principle sim-

ilar to keyhole imaging. In this work, we will refer to these
techniques as “radial keyhole.” Based on these advantages,
several post-acquisition methods can be developed to fur-
ther improve temporal resolution, while minimizing sampling
artifacts.

II. MATERIALS AND METHODS

The method was implemented on a 7-T small animal, MRI
scanner (Bruker BioSpin MRI GmbH, Ettlingen, Germany)
equipped with self-shielded gradient coils having a maximum
gradient strength of 450 mT/m and rise time of 110 μs. An ac-
tively detuned volume excite RF-coil was used in conjunction
with a four-element array coil for surface receive.

II.A. Acquisition method

The radial acquisition sequence was implemented on
the ParaVision 5.1 software platform (Bruker BioSpin MRI
GmbH). The pulse sequence consists of an excitation hard
pulse followed with the encoding gradients in three directions
as shown in Fig. 1. The sampling trajectory was adapted from
Wong et al.25 This technique defines the location of the end-
points of the individual radial spokes (views) using a contin-
uous spiral path on the surface of the unit sphere, resulting
in a nearly uniform distribution of samples in k-space. The
fully sampled k-space volume was divided into Vt interleaved
acquisitions, where Vt−1 is the rotated version of Vt as illus-
trated in Fig. 2. If N is the total number of acquired spokes,
then the kx, ky, kz coordinates of the endpoints of each spoke
in our interleaved trajectory are given by

α (i, j ) = cπ

2
[j + (i − 1) Vt ]

kz (i, j ) = 1 − 2[j + (i − 1) Vt ]

N

kx (i, j ) = cos (α)
√

1 − k2
z (i, j )

ky (i, j ) = sin (α)
√

1 − k2
z (i, j ), (1)

where the index j = 1, 2, . . . , Vt references interleaves and
i = 1, 2, . . . , N/Vt references the spokes of a specific inter-
leaf. Hence kz(i, j) is to be interpreted as the kz coordinate of
the endpoint of the ith view in the jth interleaf and similarly
for kx(i, j) and ky(i, j). The constant c in the expression for the
angle α effectively randomizes the order in which views are
acquired in the kx–ky direction, thus minimizing artifacts aris-
ing from incoherent signal buildup. In our sequence we used
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FIG. 1. Pulse sequence diagram for 3D radial encoding. During the ramp
portion of the gradients, the sampling distance in the radial direction is not
uniform. Ideally, the k-space locations can be calculated from the area un-
der the gradient curves. However, in the presence of system nonlinearities
(gradient amplifiers, eddy currents) coordinates in k-space may deviate sig-
nificantly from the theoretical projections. Therefore, the trajectory was mea-
sured at the beginning of each study.

c = 203. Fast imaging sequences impose high demands on the
scanner hardware leading to k-space trajectories that may de-
viate significantly from the theoretical projections. Therefore,
the k-space trajectory was measured at the beginning of each
scan with the method described by Zhang et al.26

Acquisition parameters were as follows: FOV = 20 mm3,
reconstruction matrix size = 1283, TR/TE = 5/0.02 ms, NEX
= 1, flip angle = 10◦, digitizer bandwidth = 100 kHz, 1024
dummy views, 1980 views per interleaf, total number of in-
terleaves = 13, and 64 readout points along each projection.
The total acquisition time per interleaf was 9.9 s.

FIG. 2. k-Space sampling strategy demonstrating the interleaved radial ac-
quisition. Only the endpoint of each view (spoke) is shown here. Undersam-
pling is implemented by dividing the fully sampled k-space volume into Vt

interleaved acquisitions, where Vt−2 (blue) is the rotated version of Vt−1

(green), which in turn is the rotated version of Vt (red). Each interleave pro-
vides a quasi-uniform sampling of the surface of the sphere.

II.B. Radial keyhole reconstruction

Projection acquisition lends itself naturally to keyhole
imaging because of the high oversampling rate at the center of
k-space. Assume four interleaves were acquired in the order
A, B, C, D. To assess the effect of radial keyhole reconstruc-
tion on effective temporal resolution, the following filtering
methods were tested on the same raw datasets:

1. Uniform frequency-cutoff (UFC): To reconstruct a
given time point of the DCE study, e.g., time point 1
(interleaf A), the views from the remaining time points
(interleaves B, C, and D) were filtered such that only
the data in the outer shell of inner radius fN were used.
The views from interleaf A were left intact. The sam-
pling function for this case is shown schematically in
Fig. 3(a).

2. Variable frequency-cutoff (VFC): In this case, to re-
construct the first time point, the views from interleaf
B were filtered such that only the data in the outer shell
of inner radius fN were used, the views from interleaf
C were filtered such that only the data in the outer shell
of inner radius f1 were used, and similarly for the fol-
lowing interleaves. Again, as shown in Fig. 3(b), the
views from interleaf A were not filtered.

3. Undersampled (UND): The data from a single inter-
leaf (e.g., A) were used to reconstruct the respective
time point (e.g., time point 1) without the addition
of data from the remaining interleaves B, C, or D.
The sampling function for this method is shown
in Fig. 3(c).

The cutoff frequency can be described by

fi = fN + iδifN , (2)

where i = 1,2, . . . ,Vt and the parameter δi is

UFC : δi = 0,∀i

VFC : δi = kmax − fN

VtfN

,∀i

UND : fN = kmax, (3)

with kmax representing the maximum k-space coordinate that
defines the particular spatial resolution being reconstructed
and fN defining the region of a single interleaf beyond which
the Nyquist criterion is not satisfied (see the Appendix for de-
tails). Equation (2) can be used to generate a family of filters
by defining different parameters δi which may depend on the
variable i.

The standard regridding algorithm was used in the
reconstruction of our radial keyhole data. A modified
Kaiser–Bessel kernel27 allowing for a faster reconstruction
was employed in the gridding step. The kernel parameters
were: window size = 3 pixels and oversampling ratio
= 3. Analytical density compensation factors for the k-space
sampling functions used in this work cannot be found in the
published literature. We calculated these factors using the
iterative algorithm described by Zwart et al.28 and the grid-
ding kernel from Johnson and Pipe.29 Prior to gridding, the
projections from different interleaves were selected using the
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FIG. 3. Radial keyhole reconstruction strategies (2D shown for clarity). In this example, interleaves are acquired in the order A, B, C, D and amount to
time points 1, 2, 3, 4 in the DCE study. (a) UFC filtering, (b) VFC filtering, and (c) UND filtering. In UFC filtering, all interleaves contribute equally to the
reconstruction of the high spatial-frequency features in image space; VFC filtering is an intermediate strategy in which the contribution to high spatial frequencies
from consecutive time points is slowly, in this case linearly, reduced; in UND filtering the absence of keyhole combination does not cause temporal blurring.

sliding window method30 providing a continuously updated
outer shell in k-space. The raw data from each channel in
the four-element array coil were reconstructed separately and
combined with the sum-of-squares technique.31 Finally, the
reconstructed images were filtered with a 3D Hamming32

window to reduce spatial domain ringing arising by the finite
extent of the acquired MR data.

II.C. Calculation of T1 and Ktrans

The signal value for our pulse sequence at steady state is
given by33

S (α, TR, TE) = S0
sin(α)(1 − e−TR/T 1)

1 − cos (α) e−TR/T 1
e−TE/T 2∗

, (4)

where S0 is a constant proportional to the equilibrium longi-
tudinal magnetization and to the spatially dependent system
gain function. The T 2* term can be reduced to unity since TE
= 0.02 ms ≈ 0 ms. Equation (4) can then be linearized as

S (α, TR)

sin (α)
= E1

S (α, TR)

tan (α)
+ S0 (1 − E1) , (5)

where E1 = exp(−TR/T1). A varying flip-angle acquisition3, 4

with α = 2◦, 4◦, 6◦, 8◦, 10◦, 12◦, 14◦, and 16◦ and TR = 5 ms
was used to measure S(α). The T1 and S0 maps were obtained
(by linear regression) from the slope and interception of
Eq. (5). To minimize sampling artifacts, keyhole filtering was
not applied to the radial sequence during the varying flip-
angle acquisition. The 3D-radial varying-flip angle technique
was verified against a Cartesian varying-TR spin-echo acqui-
sition with the following parameters: TR = 12.5, 25, 50, 100,
200, 400, 800, and 1600 ms, matrix size = 128 × 128, and
1-mm slice at isocenter. The estimated T1 values were com-
pared using a two-tailed t-test.

In the fast exchange limit the relaxation rate, R1 = 1/T1, is
given by34

R1 (t) = R10 + r1C(t), (6)

where R10 is the native relaxation rate, C(t) is the time-
dependent contrast concentration, and r1 is the longitudi-
nal relaxivity of Gd-DTPA (Magnevist, Schering AG, Berlin,

Germany) which at 7 T was found to be r1 = 3.275 mM−1

s−1.35 It has been shown36, 37 that for high accuracy, a non-
linear relation between signal intensity and concentration
needs to be assumed. The nonlinear time-dependent relax-
ation rate3, 36 is given by

R1 (t) = − 1

TR
ln

(
1 − (A + B)

1 − cos (α) (A + B)

)
,

A = S (t) − S(0)

S0 sin(α)
, B = 1 − E10

1 − cos(α)E10
, (7)

where E10 = exp(−TR × R10), S(0) = signal intensity before
contrast injection, and S(t) = time-dependent signal intensity.
The concentration of the contrast agent is then calculated by
rearranging Eq. (6).

The extended Tofts model38 was used in the analysis of our
dynamic data. In this framework, the time-dependent contrast
agent concentration in the tissue compartment is described by

C (t) = vp · Cp(t) + K trans
∫ t

0
Cp(u) · e−(K trans/ve)·(t−u)du,

(8)

where Cp(t) is the arterial input function (AIF), vp is the frac-
tional volume of the plasma compartment, ve is the fractional
volume of the extravascular–extracellular space (EES), and
Ktrans is the rate constant for the transfer of the contrast agent
from plasma to EES measured in ml/s of contrast agent per
ml of tissue. Equation (8) can be written in matrix form and
solved using the linear least-squares method.39 Ktrans calcu-
lated using a population AIF is highly correlated with the
Ktrans estimated using the individual AIF.40 Hence, in the anal-
ysis of our dynamic data, the population AIF reported by
Loveless et al.40 was used when solving Eq. (8).

II.D. Animal and phantom experiments

All animal studies were approved by the Duke Uni-
versity Institutional Animal Care and Use Committee. Fe-
male nu/nu mice with the following tumor cell lines, im-
planted in the mammary fat pad, were imaged: HT-29, LoVo,
and MX-1 (three tumors/group, Charles River Laboratories
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FIG. 4. Effect of radial keyhole reconstruction on spatial resolution. (a) Fully sampled, (b) UFC filtered, (c) VFC filtered, and (d) UND filtered reconstructions.
The second row (e)–(g) shows the absolute difference between the fully sampled and the respective radial keyhole image shown in the first row. The spacing
in the nylon mesh and pixel size is 350 and 160 μm, respectively. Keyhole reconstruction with projection acquisition is a feasible technique for imaging at the
theoretical Nyquist spatial resolution (∼2.3 × pixel size). A maximum SNR decrease of 40% is seen when comparing the fully sampled image with the radial
keyhole images.

Wilmington, MA). A genetically engineered mouse model of
soft tissue sarcoma41 induced in the right hind leg was also
imaged (three tumors) with the same protocol. Tumors ranged
in volume from 118 to 1318 mm3. During the MR experiment,
a custom-made animal positioning system was used to main-
tain the mouse under anesthesia by isoflurane delivery via a
nose cone. Body temperature was controlled between 36 and
37 ◦C by circulating warm water in the animal cradle. The
animals were free-breathing and no respiratory gating was
employed. The contrast agent was injected after the acqui-
sition of 15 interleaves (i.e., time points) and dynamic imag-
ing lasted for approximately 40 min (245 time points) post-
injection. An automatic syringe pump (KD Scientific Inc.,
Holliston, MA) provided a consistent contrast injection. Gd-
DTPA was administered as a bolus via a 27-gauge tail vein
catheter at a dose of 0.5 mmol/kg and flow rate of 2.4 ml/min
as described by Loveless et al.40

The effect of the 3D keyhole-sampling technique on spa-
tial resolution and artifacts was validated in a 5 mM CuSO4

phantom consisting of a nylon mesh with 350-μm spacing.
The scanning parameters were identical to those used for the
in vivo studies.

III. RESULTS

III.A. Acquisition and reconstruction

Keyhole imaging is based on the premise that image inten-
sity is encoded at the center of k-space. To test the validity
of this assumption in 3D and particularly the effect on spa-
tial resolution, the same raw data acquired on the nylon mesh
phantom were reconstructed with the filters presented above.
These images are compared in Fig. 4. Figure 4(a) shows an
image of the phantom reconstructed using the views acquired
in all interleaves. This image represents the ground truth with
respect to spatial resolution. Figure 4(d) demonstrates the loss

of high-frequency information when the UND filter is applied
to the raw data. After the data in the periphery of k-space are
added in the reconstruction of the images using the UFC or
VFC filter, it is clear from Figs. 4(b) and 4(c) that the spatial
resolution is recovered. A decrease of approximately 40% in
the signal-to-noise ratio (SNR) is seen when comparing the
fully sampled image in Fig. 4(a) with the radial keyhole im-
ages reconstructed with the VFC and UND filters and a de-
crease of 20% when comparing with the UFC reconstructed
image. No significant SNR difference was observed between
the images reconstructed with the VFC and UND filters.

The second row in Fig. 4 presents the absolute difference
between the fully sampled and the respective radial keyhole
image shown in the first row. In the difference images of
Figs. 4(e) and 4(f), background noise levels are equal to or
higher than signal values indicating that indeed the majority
of image intensity lies at the inner sphere of radius fN in k-
space. This result was also verified in vivo.

The T1 values of the copper sulfate solution estimated with
the Cartesian spin-echo sequence and with the variable flip-
angle acquisition using the 3D-radial sampling method de-
scribed above were found to be, respectively, 161 ± 53 and
152 ± 12 ms. At the 5% significance level, these values are
not significantly different. Vautier et al.42 have found similar
results.

III.B. In vivo dynamic MRI

The in vivo native T1 values obtained in this study
were consistent with the published literature.14, 40 In the
quadriceps femoris muscle group, T1 was in the range
(μ ± 2σ ) 1.43–2.10 s, while tumor T1 was between 2.76 and
4.93 s. Figure 5 presents the Ktrans map from a central slice
in one of the HT-29 tumors overlaid on the grayscale image
reconstructed with each of the radial keyhole filters. A region
of interest (ROI) of 24 pixels was selected in a fast-enhancing
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FIG. 5. Ktrans map overlayed on the grayscale image reconstructed with (a) UFC, (b) VFC, and (c) UND filtering. Regions 1 and 2, where the time–intensity
curves of Fig. 6 were measured, were selected in a fast-enhancing and a slow-enhancing location, respectively. Ktrans values calculated from the 4D images
reconstructed with each of the radial keyhole filters were not significantly different from each other in these locations (Table I).

(ROI-1) and a slow-enhancing (ROI-2) region in the tumor.
The Ktrans values calculated from the dynamic volumes re-
constructed with the UFC, VFC, and UND filters are listed
in Table I for comparison. There is no significant difference
at the 5% significance level between these values. The nor-
malized time-dependent signal in ROI-1, ROI-2, and a single
pixel inside the fast-enhancing region, is plotted in Fig. 6 il-
lustrating the time evolution of signal intensity as a function
of the k-space filter used for reconstruction. The time-to-peak
(TTP) parameter is found as the time in seconds it takes the
signal intensity to reach its maximum value. We used TTP as
a measure of temporal blurring. To assess whether the use of
the reconstruction filters resulted in curves with significantly
different time-to-peak values, 3D maps of the TTP parameter
were generated and compared. The tumor volume was man-
ually segmented and the mask was used to compare the pix-
els only in the tumor region. As shown previously,20 recon-
structing with the UND filter does not cause temporal blur-
ring: the undersampled 4D dataset represents the ground truth
with respect to temporal resolution. The histogram of TTP
from a representative animal is shown in Fig. 7. A bin-by-
bin comparison of the distribution of TTP revealed that the
UFC and VFC filters did not lead to significantly different
values (Wilcoxon Sign-Rank test at the 5% significance level)
as compared to the TTP calculated when UND was used. This
finding was confirmed in all tumors studied in this work.

A montage of six consecutive slices is shown in Fig. 8.
Two identical ROIs with an area of 32 pixels were defined at
the same location in slice 91 [arrow in Fig. 8(a)] and slice 94
[arrow in Fig. 8(d)]. Ktrans in these regions was 0.066 ± 0.007
and 0.117 ± 0.021 s−1, respectively; these values are signifi-
cantly different from each other (at the 5% significance level).
A montage of the histogram of Ktrans for each respective slice
is shown in Fig. 9. Care was taken to exclude the fatty tissue
surrounding the tumor.

TABLE I. Ktrans at ROI-1 and ROI-2 (Fig. 5) calculated from the 4D volumes
reconstructed with the UFC, VFC, and UND filters. At the 5% significance
level, there is no significant difference between these values.

UFC (s−1) VFC (s−1) UND (s−1)

ROI-1 0.26 ± 0.07 0.26 ± 0.07 0.23 ± 0.04
ROI-2 0.12 ± 0.04 0.12 ± 0.04 0.13 ± 0.04

IV. DISCUSSION

Keyhole imaging can be implemented through several fil-
tering strategies20, 43 for which the main tradeoff is between
temporal resolution, spatial resolution, and sampling artifacts.
In general, reduced filtering leads to a decreased level of ar-
tifacts, which in turn may introduce temporal blurring. The
filtering methods chosen in this study are meant to encom-
pass a wide range of radial keyhole strategies combining the
data in the periphery of k-space: in UFC filtering, all inter-
leaves contribute equally to the reconstruction of the high

FIG. 6. Signal intensity vs time curves from (a) ROI-1, (b) ROI-2, and (c) a
single pixel inside ROI-1 (ROIs shown in Fig. 5). TTP signal intensity was
used in this study as a measure of temporal blurring. Notice that even though
the peak signal value is not necessarily the same between the three filters,
TTP does not differ significantly. All plots have the same x- and y-axis range
as that shown in panel (a).
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FIG. 7. Comparison of TTP histograms when the UFC, VFC, and UND fil-
ters were used in reconstruction. TTP calculated with the UND filter was used
as the ground truth. In all studied tumors, no significant difference was found
between the histograms calculated with either UFC or VFC filtering.

spatial-frequency features in image space and potentially lead
to temporal blurring in these regions; VFC filtering is an in-
termediate strategy in which the contribution to high spatial-
frequencies from consecutive time points is slowly, in our
case linearly, reduced [for VFC, δi in Eq. (3) assures there is
no contribution from the farthest temporal interleaf]; as was
shown by Song and Dougherty,20 in UND filtering the ab-
sence of keyhole combination does not cause temporal blur-
ring. A comparison of Figs. 4(a)–4(d) reveals that spatial res-
olution is preserved for UFC filtering and only partially de-
graded when VFC filtering is employed. The effect of VFC
filtering on spatial resolution arises from the fact that in re-
gions of k-space that satisfy fN < kr < fV (V = total num-
ber of interleaves) the Nyquist criterion is generally not sat-
isfied. Partial blurring of some of the highest frequency fea-
tures in image space is demonstrated in the difference image
of Fig. 4(f).

The spacing in the nylon meshgrid (350 μm) was chosen
because it is approximately equal to the theoretical achiev-

FIG. 8. Montage of six consecutive slices [slices 91–96 corresponding to
panels (a)–(f)]. The arrows point to the circular ROIs, selected in slices 91
and 94, where the Ktrans values were compared. In this case, tumor hetero-
geneity in the z direction is being investigated. Ktrans in these two locations
was significantly different. The distance between slices is 160 μm.

FIG. 9. Montage of the histogram of Ktrans in the tumor region for the re-
spective slices shown in Fig. 8. The tumor was manually segmented at each
slice. Notice the different distributions in slices 91–93 (a)–(c) and 94–96
(d)–(f). All histograms have the same x- and y-axis range as that shown in
panel (d).

able resolution of the system which is ∼2.3 × pixel size due
to the effect of the density compensation factors and the Ham-
ming filter.44 Therefore, both radial keyhole filters retain the
system resolution at the cost of reduced SNR. As expected,
we observe a decrease in SNR since the amount of raw MR
data at the center of k-space, which encodes signal intensity,
is reduced by a factor of Vt .

Methods for sufficient sampling of k-space with non-
Cartesian sequences, such as the bit-reversed (BR) or golden-
angle (GA) scheme, have been recently compared in the
literature.45 While it is true that these sampling strate-
gies can provide evenly spaced projections in k-space,
they have certain limitations. Both the BR and GA tech-
niques are defined for sampling k-space in two dimen-
sions and the extension to 3D is nontrivial. Most im-
portantly, the Archimedean spiral trajectory described in
Eq. (1) is well suited for 4D contrast-enhanced MRI for
these two reasons: first, each interleaf provides a quasi-
uniform sampling of the 3D k-space, and second, all com-
bined interleaves provide a quasi-uniform sampling of the
3D k-space. Such distribution of spokes in k-space mini-
mizes the sampling artifacts for each temporally resolved
interleaf.

It is well known that perfusion curves can be modeled by a
lognormal distribution having a global maximum early in the
enhancement stage.46 Therefore, a method that causes tem-
poral blurring would result in temporal curves with shifted
time-to-peak signal intensities. While the TTP parameter is
used extensively in perfusion imaging, we use it in this study
as a measure of effective temporal resolution. When com-
pared to the ground truth with respect to temporal resolu-
tion, no significant difference was found between the distri-
butions of TTP calculated when either UFC or VFC filter-
ing was used in the reconstruction of the temporally resolved
volumes. Hence, these two filters retain the temporal resolu-
tion of 9.9 s achieved with the UND filter. Of critical impor-
tance is the finding by Loveless et al.,40 which has shown
that a population arterial input function can be used when
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FIG. 10. Histogram of Ktrans over the entire tumor volume. The volume was
manually segmented. Care was taken not to include in the segmentation the
capsule of fatty tissue surrounding the tumor. The distribution of Ktrans over
this volume is bimodal and skewed to the right. Compare with the distribution
of Ktrans in slices 94–96 [Figs. 9(d)–9(f)].

calculating the kinetic parameters of the extended Tofts
model. This allows a relaxation of the requirement of very
high temporal resolution (usually 1–2 s) needed for the sam-
pling of the AIF and provides an opportunity for implement-
ing these 3D keyhole-sampling techniques with a sufficiently
high temporal resolution.

Given that the voxel size in this study is 160 μm, it is re-
markable that Ktrans is significantly different at the two ROIs
shown in Fig. 8. More importantly, note that in Fig. 9 the his-
togram of Ktrans at these regions is drastically different. A bi-
modal distribution at slice 91 is changed into a skewed Gaus-
sian distribution at slice 94. The results above demonstrate
that the heterogeneity in the third dimension (z direction in
this case) is significant and should not be ignored. Bigger
voxels may lead to an incomplete survey of the tumor mi-
croenvironment. This finding is further supported in Fig. 10.
It is clear that the distribution of Ktrans over the entire tumor
volume is bimodal and skewed to the right. If, for example, a
2D sampling protocol was employed in the study of the tumor
heterogeneity and slice 94 was imaged, the results would not
be representative of the true distribution of the kinetic param-
eters found in the tumor.

In vivo experiments of four different tumor types (n = 3/
type) were undertaken to address the issue of what tempo-
ral resolution would be required considering the tradeoffs
between temporal and spatial resolution. Our concern was
whether the sampling interval (9.9 s) was sufficiently short
to appropriately measure the signal intensity changes related
to contrast exchange kinetics. The entire 4D volume of each
dynamic study was examined on a pixel-by-pixel basis to de-
termine the shortest time to peak in the tumor. The results are
shown in Table II. For all but the last case, there were at least
seven samples before reaching the time to peak. We believe
the last point was an outlier arising from a motion artifact.
For the majority of the tumors there were at least 14 points
in the rising portion of the curve—for the shortest TTP in the
entire volume. Thus, we believe the temporal sampling inter-
val we have used should be sufficient to adequately sample
the initial rapidly changing signal in the tumor.

TABLE II. Minimum value of TTP in tumor volume when UND was used
as a reconstruction filter. The temporal sampling interval was 9.9 s. In all but
one of the tumors studied, there are at least seven sample points in the rising
portion of the dynamic curve.

Tumor TTPmin (s)

HT29 237.6
HT29 168
Sarcoma 158.4
MX1 148.5
MX1 148.5
MX1 148.5
LoVo 138.6
LoVo 138.6
HT29 79.2
Sarcoma 79.2
Sarcoma 69.3
LoVo 39.6

V. CONCLUSIONS

The study of the heterogeneous microenvironment in tu-
mors necessitates the use of high spatial and temporal reso-
lution DCE-MRI. Radial sampling is less sensitive to motion
and flow artifacts. More importantly, this sampling technique
lends itself naturally to keyhole reconstruction because of the
high oversampling rate at the center of k-space where most
of the image intensity is encoded. We have shown here that
4D-radial keyhole imaging is a feasible technique for high
resolution DCE-MRI. This technique retains the spatial res-
olution as compared to a fully sampled dataset and the tem-
poral resolution achieved with an undersampled dataset. An
in vivo study reveals tumor regions less than 500 μm apart
in the z-direction with significantly different contrast kinet-
ics. The biomarker used in this project was Ktrans, but the
method is also suitable for the study of other pharmacoki-
netic parameters. Indeed, it has been suggested that the com-
plexity of the tumor microenvironment needs to be analyzed
with biomarkers that are not only sensitive to kinetic parame-
ters, but also to their spatial distribution.47 It is in these cases
that we see the use of a high spatial resolution method, such
as the radial keyhole technique described here, of particular
relevance.

Kermode and Tofts48 presented some of the first attempts
at quantitative dynamic MRI more than 20 years ago. Since
that time, DCE-MRI has found a wide range of applications
in the clinical and preclinical arena. Advances in acquisition
methods, reconstruction, and hardware have lead to great im-
provements in spatial and temporal resolution. Kim et al.49

have reported a protocol with a voxel size of 0.23 × 0.23
× 1 mm3 and temporal resolution of 58.9 s while Loveless
et al.40 achieved a temporal resolution of 1.5 s with a voxel of
0.39 × 0.39 × 2 mm3. If the product of voxel size and tem-
poral resolution is used as the figure of merit, the work here
presents an improvement by more than an order of magni-
tude over that previously reported. Currently, no unified pro-
tocol exists for the implementation of a DCE-MRI experiment
in the preclinical domain. We believe the proposed technique
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satisfies some of the spatial/temporal resolution requirements
for preclinical DCE-MRI and may serve as a reference for
future efforts in standardization.
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APPENDIX: CALCULATION OF k-SPACE CUTOFF
FREQUENCY

The number of views for full sampling with 3D radial is
given by50

N = πN2
p,

where N = total number of spokes (acquired from the center
to the periphery of k-space) and Np = the number of sam-
ples in the radial direction. For a total of Vt interleaves, the
solid angle associated with each view in a single interleaved
acquisition increases by a factor of Vt . Therefore, the Nyquist
criterion is satisfied only in an inner sphere of radius:

fN = kmax√
Vt

,

where fN is the k-space cutoff frequency shown in Fig. 3.
Since in the proposed sequence spatial encoding happens also
during the ramp portion of the gradients, the number of sam-
ples in the radial direction that determines fN is not found by
Np/

√
Vt but should be calculated by looking at the k-space

radial sampling rate, �kr (which in our study was measured).
Ideally, when using rectangular gradients, �kr is constant, but
with trapezoidal gradients �kr will increase linearly in the
ramp portion.
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