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Abstract
Objectives—(1) To investigate whether voice gender discrimination (VGD) could be a useful
indicator of the spectral and temporal processing abilities of individual cochlear implant (CI)
users; (2) To examine the relationship between VGD and speech recognition with CI when
comparable acoustic cues are used for both perception processes.

Design—VGD was measured using two talker sets with different inter-gender fundamental
frequencies (F0), as well as different acoustic CI simulations. Vowel and consonant recognition in
quiet and noise were also measured and compared with VGD performance.

Study sample—Eleven postlingually deaf CI users.

Results—The results showed that (1) mean VGD performance differed for different stimulus
sets, (2) VGD and speech recognition performance varied among individual CI users, and (3)
individual VGD performance was significantly correlated with speech recognition performance
under certain conditions.

Conclusions—VGD measured with selected stimulus sets might be useful for assessing not only
pitch-related perception, but also spectral and temporal processing by individual CI users. In
addition to improvements in spectral resolution and modulation detection, the improvement in
higher modulation frequency discrimination might be particularly important for CI users in noisy
environments.
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INTRODUCTION
Natural speech utterances convey not only linguistic meaning, but also indexical
information, such as the talker’s gender or identity. Previous studies of normal-hearing (NH)
listeners showed that fundamental frequency (F0) and formant structure are major factors for
voice gender discrimination (VGD), and that F0 is somewhat more important than formant
structure (Fellowes et al, 1997; Bachorowski & Owren, 1999; Hillenbrand & Clark, 2009).
NH listeners can almost perfectly identify voice gender of natural speech. However, due to
limited spectral and temporal resolution provided by cochlear implants (CIs), VGD
performance of CI users is largely affected by the inter-gender F0 difference. For example,
mean VGD performance by CI users was ~94% correct when mean F0 difference between
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male and female talkers was 100 Hz, and ~68% correct when mean F0 difference was 10 Hz
(Fu et al, 2005). Furthermore, studies using NH subjects listening to acoustic CI simulations,
which may provide different spectral and temporal cues, showed that both spectral and
temporal cues support VGD (Fu et al, 2004, 2005; Gonzalez & Oliver, 2005). Temporal
cues provided enough information when the inter-gender F0 difference was large, and more
than ten spectral channels could support good VGD without temporal cues. However,
individual CI users differ in their spectral and temporal processing abilities (i.e. functional
spectral resolution, spectral distortion, temporal modulation detection), so individual VGD
performance may vary for different acoustic CI simulations. Thus, VGD performance of CI
users tested with different talker sets and acoustic CI simulations may be useful for
assessing individual performance, not only in pitch-related perception, but also in spectral
and temporal processing.

For CI users, spectral and temporal processing abilities were shown to correlate with speech
recognition in quiet and noise (Fu, 2002; Henry et al, 2005; Litvak et al, 2007; Won et al,
2007); music perception was also shown to correlate with speech recognition in noise
(Gfeller et al, 2007; Won et al, 2010). Should VGD be a good indicator of CI users’ pitch-
related perception, and spectral and temporal processing abilities, then VGD may also
correlate with speech recognition for CI users. However, previous studies showed
dissociation between speech recognition and perception of indexical information in CI users
(Fu et al, 2004; Vongphoe & Zeng, 2005; Dorman et al, 2008). For example, Vongphoe and
Zeng found that CI users achieved good performance in vowel recognition, but poor
performance in talker identification. However, VGD performance of CI users was better
than speech recognition performance when the F0 s of male and female talkers were well
separated. The primary reason for this dissociation is that, in contrast to speech recognition,
different acoustic cues (i.e. spectro-temporal fine structure) are needed for talker
identification, and optional acoustic cues (i.e. temporal cues) are available for VGD. It is
still unknown whether speech recognition and VGD are correlated in CI users when
comparable acoustic cues (i.e. spectral envelope, spectro-temporal envelope) are used for
both perceptual processes.

The present study measured VGD performance by CI users, using two talker sets with
different inter-gender F0 differences, as well as different acoustic CI simulations; and
compared VGD performance with vowel and consonant recognition performance in quiet
and in noise. The results may provide insights into the feasibility of using VGD to assess the
spectral and temporal processing abilities of individual CI users. Furthermore, the
relationship between speech recognition performance and VGD performance might provide
a better understanding of speech perception and pitch-related perception in CI users.

Methods
Subjects

The subjects included eleven CI users (Table 1). All subjects were native speakers of
American English and postlingually deaf CI users. All subjects gave informed consent
before the study. During testing, subjects were seated in a sound-treated booth and listened
to the speech tokens via a loudspeaker. The presentation level of speech tokens was 65 dBA.
Subjects wore their regular, clinically assigned, speech processors. Three subjects who also
wore hearing aids (HA) in another ear in daily life were not allowed to use the HA during
the testing. Their unaided pure-tone average (PTA) were 70 dB HL. Voice gender
discrimination

Speech stimuli for VGD measurements were twelve medial vowels presented in the format
of h-/V/-d (i.e. had, head, hod, hawed, hayed, heard, hid, heed, hud, hood, who’d, hoed).
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Two talker sets (five males and five females in each set), adopted from Fu et al (2005), were
used for VGD measurements. In talker set 1, the difference between mean F0 s of male and
female talkers was 100 Hz; in talker set 2, the difference was 10 Hz (see Fu et al, 2005, for
details). Vowel tokens were selected from the database recorded by Hillenbrand (1995). The
inter-gender F0 difference is ~90 Hz across all vowels in this database.

VGD by each subject was measured with four vowel stimulus sets: (1) unprocessed talker
set 1; (2) talker set 1 processed by a 16-channel sine-wave vocoder with a 50 Hz temporal
envelope cutoff frequency, removing temporal periodicity cues; (3) talker set 1 processed
similarly to (2), but with a 200 Hz temporal envelope cutoff frequency, preserving temporal
periodicity cues; (4) unprocessed talker set 2. The structure of the 16-channel sine-wave
vocoder was similar to that used by Li et al (2009), but with different temporal envelope
cutoff frequencies. The acoustic input frequency range of the vocoder was 200–7000 Hz.
The corner frequencies of the 16 analysis filters were selected to give each channel similar
spatial extension in the cochlea, based on Greenwood’s function (1990). The center
frequencies/carriers were calculated as the arithmetic center of the analysis bands. The CI
users did not subjectively perceive any obvious difference in sound quality between
unprocessed and vocoder-processed speech tokens.

VGD was measured using the 2-alternative forced choice (2-AFC) paradigm. In each trial, a
vowel token from the stimulus set (12 vowels × 10 talkers =120 vowel tokens) was
randomly chosen and presented without repetition. The subject responded by clicking on one
of the two response buttons, labeled ‘male’ and ‘female’. No feedback was provided. The
presentation order of all conditions was randomized.

Speech recognition
Speech recognition test materials included vowels and consonants. The twelve medial
vowels were the same as those used in VGD, but generated by eight other talkers (4 males
and 4 females). There were 96 vowel tokens (12 vowels × 8 talkers) in each trial. The
consonant stimuli consisted of 20 consonants presented in the context of a-/C/-a (i.e. aba,
aga, ada, aza, asha, aya, ala, ata, aja, ava, awa, acha, atha, afa, apa, aka, ara, ama, ana, asa).
There were 100 total consonant tokens in each trial, all digitalized natural productions of
three female and two male talkers. The consonant tokens were from the database recorded
by Shannon et al (1999). Vowel and consonant recognition by each subject was measured in
quiet and in speech shaped static noise at a 5 dB signal-to-noise ratio (SNR). The SNR was
the difference between the long-term RMS levels of the speech signal and the noise. The
background noise commenced 100 ms before and ended 100 ms after the speech signal. In
each trial, a test token from the stimulus set was randomly chosen and presented to subjects
without repetition. Subjects responded by clicking on one of twelve (for vowels) or twenty
(for consonants) response buttons, so that vowel recognition was measured by a 12-AFC
paradigm, and consonant recognition was measured with a 20-AFC paradigm. The response
buttons were labeled with ‘h/V/d’ for vowel recognition test, or ‘a/C/a’ for consonant
recognition test. No feedback was provided. The presentation order of all conditions was
randomized.

Results
Figure 1(A) shows individual and mean VGD performance for different stimulus sets. There
was a large inter-subject variability under all test conditions. Mean VGD performance was
highest for unprocessed talker set 1, was lower for the vocoder-processed condition with a
200 Hz cutoff frequency, and was even lower for the vocoder-processed condition with a 50
Hz cutoff frequency. Variability among subjects was higher for the vocoder-processed
conditions than for unprocessed talker set 1. Mean VGD performance was lowest for
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unprocessed talker set 2. One-way repeated measures (RM) ANOVA revealed that VGD
performance varied significantly among different test conditions [F (3, 30)=51.728,
p<0.001]. Post-hoc Bonferroni t-tests showed significant differences between any two
conditions except between vocoder-processed talker set 1 with a 50 Hz cutoff frequency and
unprocessed talker set 2 (p= 0.263). Figure 1(B) shows vowel and consonant recognition
scores in quiet and noise. Similar to VGD, there was a large inter-subject variability in
speech recognition performance under all test conditions, especially under noise
backgrounds. One-way RM ANOVA revealed that vowel and consonant recognition
differed significantly between quiet and noise backgrounds ([F (1, 10)=16.078, p=0.002] for
vowels; [F (1, 10)=77.935, p<0.001] for consonants). Correlations between VGD and speech
recognition performance by individual subjects were examined using Pearson’s correlation
coefficients and statistical significance was accepted at p=0.0032 after Bonferroni multiple
testing corrections. The overall significance level was 0.05. Table 2 shows the correlation
coefficients and p-values between VGD for different stimulus sets and vowel or consonant
recognition. Significant correlations were found in several comparisons. Vowel recognition
in quiet was significantly correlated with VGD tested with vocoder-processed talker set 1
with a 50 Hz cutoff frequency (p=0.0025); consonant recognition in quiet was significantly
correlated with VGD tested with vocoder-processed talker set 1 with a 200 Hz cutoff
frequency (p=0.0016); and vowel and consonant recognition in noise were strongly
correlated with VGD tested with unprocessed talker set 2 (p<0.001 for vowels; p =0.0016
for consonants).

Discussion
Due to the limited spectral resolution provided by CI, temporal modulation processing (i.e.
modulation detection and modulation frequency discrimination) is important for VGD by CI
users. Most of the tested CI users achieved a high level of VGD performance with
unprocessed talker set 1, in which the F0 s ranged from 100 to 150 Hz across five male
talkers, and from 200 to 250 Hz across five female talkers (Fu et al, 2005). The result is not
surprising, given that mean Weber fractions in CI users were less than ~20% at the temporal
modulation frequencies of 100–250 Hz (Chatterjee & Peng, 2008). In contrast, the F0 s of
males and females in talker set 2 overlapped within the 150–200 Hz range, and the inter-
gender F0 difference was only 10 Hz (Fu et al, 2005). Mean F0 is ~130 Hz for natural male
talkers and ~220 Hz for natural female talkers, with a median ~170–180 Hz. In addition to
temporal envelope cues, spectral cues or formant structures are critical for recognizing
female talkers with F0=180 Hz, and male talkers with F0=170 Hz (Li & Fu, 2010). In the
present study, therefore, both spectral processing and temporal modulation processing were
important for VGD with talker set 2. VGD performance was significantly lower with
unprocessed talker set 2 than with unprocessed talker set 1. There was also a larger range
among subjects with talker set 2, suggesting that individual CI users differ in their spectral
processing abilities and/or temporal modulation processing abilities, especially in temporal
modulation frequency discrimination abilities within the range of 150–200 Hz.

Mean VGD performance with vocoder-processed talker set 1 with a 50 Hz cutoff frequency
was relatively high, but significantly lower than that with unprocessed talker set 1,
suggesting that most of the tested CI users appeared to be able to use spectral cues for VGD,
but were limited by their spectral processing ability. Therefore, VGD performance with
vocoder-processed talker set 1 with a 50 Hz cutoff frequency could be used to measure the
spectral processing ability of individual CI users. Mean VGD performance was significantly
higher for vocoder-processed talker set 1 with a 200 Hz cutoff frequency, indicating that CI
users’ VGD improved with more temporal periodicity cues. However, the improvement
varied among subjects. For example, VGD performance of subject S4 improved from 63%
to 87% correct, while VGD performance of subject S6 only improved from 85% to 90%
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correct. Individual differences in improvement may reflect differences in the ability to use
spectral and temporal cues. Mean VGD performance with vocoder-processed talker set 1
with a 200 Hz cutoff frequency was significantly lower than that with unprocessed talker set
1 and avoided the ceiling effect. Analysis based on individual talkers showed that the major
performance difference between the two conditions came from five female talkers. The low-
pass filter with a 200 Hz cutoff frequency might have compressed the temporal envelope
modulation depth of the five female talkers, affecting temporal modulation detection. Thus,
VGD performance measured with vocoder-processed talker set 1 with 50 and 200 Hz
temporal cutoff frequencies could provide a measure of the spectral processing and temporal
modulation detection abilities of individual CI users.

In agreement with previous studies, results of the present study showed that there was large
inter-subject variability in speech recognition. The range of phoneme recognition
performance in quiet was 66 to 96% correct. The decline in performance between speech
recognition in quiet and in noise also showed large inter-subject variability. For example,
subjects S2, S5, S7, S9, and S10 showed little difference in performance, especially for
vowel recognition, while speech recognition performance of subjects S1 and S8 declined
more than 30% in noise. These results suggest that speech recognition by CI users is
affected by more factors in noise than in quiet and/or that more spectro-temporal fine
information is needed for speech recognition in noise.

Despite the high inter-subject variability, VGD and speech recognition were strongly
correlated under certain conditions. Vowel recognition in quiet was significantly correlated
with VGD tested with vocoder-processed talker set 1 with a 50 Hz cutoff frequency, because
both processes are primarily related to spectral processing. Consonant recognition in quiet
was significantly correlated with VGD tested with vocoder-processed talker set 1 with a 200
Hz cutoff frequency; consonant recognition depends heavily on temporal envelope cues, and
VGD under these conditions also relies on temporal modulation detection. Modulation
detection was correlated with consonant recognition in quiet by English-speaking and
Mandarin-speaking CI users (Fu, 2002; Luo et al, 2008).

While pitch discrimination and speech perception in noise involve different neural
processes, results of the present study surprisingly showed that VGD performance by the
eleven subjects tested with talker set 2 was significantly correlated with all phoneme
recognition performances in noise. The correlation can be contributed to several factors.

First, with the small inter-gender F0 difference in talker set 2, spectral processing abilities
become more important for VGD by CI users, especially functional spectral resolution. A
previous study (Fu et al, 2005) using an acoustic CI simulation has showed that, without
temporal cues, VGD performance with talker set 2 increased from the chance level to ~80%
correct when the simulated spectral channels increased from 4 to 16. Similarly, vowel/
consonant recognition in noise improved significantly when the number of spectral channels
increased from 4 to ~12–16 (Xu & Zheng, 2007). Thus, individual CI users differ in their
functional spectral resolution, resulting in a strong correlation. However, functional spectral
resolution was not the only factor contributing to the strong correlation, because phoneme
recognition in noise and VGD performance tested with vocoder-processed talker set 1 with a
50 Hz cutoff frequency were not strongly correlated.

Second, in addition to differences in functional spectral resolution, modulation detection and
modulation frequency discrimination abilities within the 150–200 Hz range may also have
influenced individual VGD performance with talker set 2. Because the correlation between
phoneme recognition in noise and VGD performance, tested with vocoder-processed talker
set 1 with a 200 Hz cutoff frequency, was relatively weaker, hence, the other important

Li and Fu Page 5

Int J Audiol. Author manuscript; available in PMC 2013 February 24.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



factor might be the modulation frequency discrimination ability. Moreover, individual CI
users showed a large range of frequency difference limens relative to the 10 Hz inter-gender
difference at the temporal modulation frequencies between 150–200 Hz (Chatterjee & Peng,
2008). While temporal modulation frequencies beyond 16 Hz would not provide more
acoustic information for vowel/consonant recognition in noise (Xu & Zheng, 2007), the
temporal processing mechanisms underlying higher temporal modulation frequencies
discrimination may affect speech recognition in noise in electrical hearing. In fact, recent
evidence demonstrated the role of higher modulation frequencies in vocoded-speech
recognition in noise (Stone et al, 2008; Chen & Loizou, 2011).

Third, the relationship between VGD with talker set 2 and speech recognition in noise might
also be affected by individual differences in higher-level central patterns. In electric hearing,
VGD and speech recognition are strongly affected by acoustic cues available via CI,
however, pattern recognition processes also mediate VGD and speech recognition
performances. All eleven subjects in the present study were postlingually deaf CI users, and
might have formulated their central patterns before they had significant hearing loss. The
effect of central patterns formulated with different experiences might have been trivial for
the present study. Finally, speech processor strategies used by different CI devices may
provide different acoustic cues. For example, two of the subjects used CI devices with
HiRes strategy, which might provide more temporal cues with high-rate stimulation,
facilitating VGD. However, the effect might have made a minor contribution to individual
differences in the present study.

In summary, VGD measured with different talker sets and acoustic CI simulations appears
to be useful for assessing not only pitch-related perception of CI users, but also individual
ability to process spectral and temporal information. Furthermore, significant correlations
between VGD performance and speech recognition under certain conditions suggest that the
improvements of spectral resolution, modulation detection, and higher modulation frequency
discrimination are important for CI users.
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Figure 1.
Individual performance (symbols) and mean performance (bars) of CI subjects under various
test conditions: (A) VGD performance with four different stimulus sets. (B) Vowel and
consonant recognition performance in quiet and in speech-shaped noise (SSN) at a 5 dB
SNR.
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Table 2

Correlation coefficients with p-values between VGD performance tested with different stimulus sets and
speech recognition performance under different background conditions (SSN: speech-shaped noise).
Significant correlations (p < 0.0032) after Bonferroni multiple testing corrections are shown in bold fonts.

Vowels, in quiet Vowels, in SSN Consonants, in quiet Consonants, in SSN

Talker set 1 r = 0.2024, p = 0.5506 r = 0.4068, p = 0.2143 r= 0.6186, p = 0.0425 r = 0.6218, p = 0.0411

Talker set 1, 50 Hz r = 0.8110, p = 0.0025 r = 0.6211, p = 0.0414 r = 0.6253, p = 0.0396 r = 0.4687, p = 0.1459

Talker set 1, 200 Hz r = 0.5070, p = 0.1115 r = 0.7067, p = 0.015 r = 0.8284, p = 0.0016 r = 0.6805, p = 0.0212

Talker set 2 r = 0.7178, p = 0.0129 r = 0.9289, p = 0.0000 r = 0.6936, p = 0.0179 r = 0.8283, p = 0.0016
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